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Abstract—The quantum network that allows users to communicate in a quantum way will be available in the foreseeable future. The network capable of distributing Bell state entangled pairs faces many challenges due to entanglement decoherence and limited network performance, especially when the network scale is enormous. Many entanglement distribution protocols have been proposed so far, and most of them are in a centralized and synchronized manner, which may be infeasible in large-scale networks. As such, in this paper, we propose a full spontaneous version of quantum networks in which the quantum nodes autonomously manage multiple entanglement distribution requests. However, one major issue is that quantum nodes have little knowledge about the network, especially the congestion (e.g., some nodes may have no usable quantum memories). We present a routing algorithm to adaptive evaluate the congestion on the neighbor nodes to avoid potential congestion. We use SimQN, the new network layer simulation platform built by our research team, to evaluate our proposed design. The result demonstrates that it can adapt to changes in network resources and reduce the drop rate that eventually leads to a higher entanglement distribution rate but remains fair for multiple requests to use the network resources fairly and achieve a more balanced throughput.

Index Terms—Entanglement distribution, routing algorithm, fidelity, quantum network.

I. INTRODUCTION

In recent years, quantum internet [1], [2], [3] based on entanglement principles in physics makes it possible for remote devices to transmit information [4] in a secure way. Quantum network is capable of many neoteric functionalities out of the classic network, including quantum key distribution [3], [5], [6], [7], quantum computing [8], [9], [10], [11], [12], time synchronization [13], and etc. Among them, a vast majority of applications need to use long-distance Bell state entangled pairs, and quantum network distributes such entangled pairs between remote entities in the network [14], [15].

One challenge is how to build a feasible and large-scale quantum network considering quantum imperfection [16], [17] in this NISQ era [18]. On the one hand, the entangled state will be decohered. The critical metric, fidelity, drops dramatically during entanglements distribution because of the imperfect quantum operations and the elapsed time. Thus, an entanglement has an extremely short lifespan. On the other hand, nodes in quantum networks have limited concurrent capabilities because quantum memories [19] to store qubits are rare, and entanglement generation (i.e., one node produces an entangled pair and shares it with a neighbor node) [20] is currently stochastic and complex. Consequently, it is difficult to concurrently distribute long-distance entangled pairs in the network.

So far, several works have been proposed to address the above issues by introducing a centralized controller [21], [22], [23], [24]. The controller can obtain a global view, making it easier to schedule entanglement distributions efficiently. However, it may bring out an enormous overhead in communication and computation, which is critical in a quantum network, especially in a large-scale one. Another recurring requirement is substantial time synchronization by dividing time into a series of time slots so that the controller can periodically collect the information and give instructions, while such a task is challenging even in a classic network. These problems urge us to develop a decentralized and asynchronous entanglement distribution mechanism to overcome the shortcomings introduced by the centralized control model.

To solve such problems, in this paper, we propose a decentralized and asynchronous concurrent long-distance entanglement distribution network model without a controller or time division. Instead, like traditional network protocols, transmissions are managed by quantum nodes themselves. More specifically, the source node decides the sending rate (i.e., the entanglement distribution in processing concurrently). The entanglement distribution is hop-by-hop, in which all routers on a path will perform entanglement swapping in order. Moreover, all network resources, including quantum memories, are preemptive (i.e., not preserved for a specific request before transmission) to maintain fairness among multiple requests.
Instead, the multiple requests spontaneously acquire resources with the first-in-first-out (FIFO) policy. In this situation, with the absence of a controller, network nodes are challenging to collect network status, especially for those that vary extremely, such as network congestion. Here, network congestion occurs when quantum nodes lack quantum memories or links (optical fiber) reach capacity. To address such dynamic variable network status, we design a quantum routing algorithm for this decentralized network to find the optimal next-hop adaptively, named Quantum Decentralized Dynamic Congestion Avoid routing algorithm (Q-DDCA). To avoid congestion, Q-DDCA is designed to be an adaptive algorithm in which routers select the next-hop one based on the evaluated congestion level and then request it to require the necessary resources. Q-DDCA also guarantees the fidelity on the distributed entangled pairs by inventing the concept of short-term destination, where the entanglements are firstly distributed to short-term destinations so that entanglements distillation is performed on that node to upgrade the fidelity. In addition, we present the two bounds in the routing algorithm to adaptively produce routing results according to the network status and restrict decoherence.

The main goal of Q-DDCA is to maximize the network entanglement distribution rate (EDR), which is defined as the sum of entangled pairs distributed per second of multiple requests (a serial entanglement distribution between a source node and a destination node). Moreover, the proposed scheme should guarantee the fidelity of the distributed entangled pairs as many quantum applications (e.g., BB84 [25], or Teleportation [26], [27]) have an essential requirement on fidelity [28] to ensure security or availability. Unfortunately, achieving the fidelity goals means that more network resources are used even if they will be severely attenuated with EDR. Finally, the proposed algorithm should work for multiple requests and ensure each request uses the network fairly.

We develop a discrete-event driven simulator, SimQN [29], to evaluate the performance of the proposed algorithms. The results show that the performance can benefit from flexibly selecting the paths to avoid congestion and achieve 107.49% higher EDR than the shortest path algorithm based on Dijkstra’s Algorithm. Meanwhile, the entanglements drop rate remains low and acceptable. Also, network resources are assigned to multiply requests fairly, which indicates that Q-DDCA can be more fair compared to both connection-oriented entanglement distribution models and the shortest path algorithm in a decentralized model. Our routing solution can improve the performance of large-scale quantum networks, enabling them to support various applications, such as enhancing the security of internet communication and facilitating distributed quantum computation.

This paper makes the following contributions:

- We propose a novel decentralized and asynchronous entanglement distribution model for the large-scale quantum Internet to avoid the communication and computation overhead introduced by centralized models. To address the fidelity downgrade issue and enlarge the network scale, we introduce short-term destinations to upgrade fidelity through entanglement distillation.

- We develop a spontaneous routing algorithm, Q-DDCA. In this algorithm, we formulate two bounds for path relaxing and fidelity guarantee, respectively. Also, we use the expected number of hops as the utility function that can adapt to the network states and take advantage of multiple resource allocation attempts.

- According to the discrete-event simulator, we construct a large-scale system-level quantum network simulation platform for experiments that demonstrates the superior performance of the proposed Q-DDCA algorithms in both efficiency and fairness.

The rest of the paper is organized as follows. First, we brief related works in Section II. In Section III, we state the entanglement distribution problem, the system model, and the designing goals as well. Then, we present our decentralized entanglement distribution model in Section IV. After that, we elaborate our routing algorithm in Section V and conduct simulations and evaluations in Section VI. Finally, we conclude our work in Section VII.

II. RELATED WORK

The entanglement distribution is the primary task of a quantum network. Some challenges have been discussed to complete this task, including entanglement distribution scheduling [21], [22], [30], [31], routing algorithms [24], [32], [33], and resource allocation [28] for quantum networks. Several mechanisms have been proposed to meet these challenges, focusing on a particular quantum network topology. For the entanglement distribution problem, Wenhan Dai et al. proposed an effective entanglement distribution algorithm for the repeaters chain topology [21]. Also, fidelity and waiting time computation algorithms for the repeaters chains have been proposed in [22]. As for the routing problem, a greedy routing algorithm for the lattice quantum network has been proposed [24]. It uses time slots to manage resource allocation, and entanglement generation and swapping are two phases in one slot.

In this paper, we mainly focus the study on a network with arbitrary topology and multiple requests. Pirandola [23] analyzed the end-to-end channel capacity in a quantum network. Franco et al. [26] proved that finding the optimal path in a quantum network is tough. Van Meter et al. [33] developed a routing algorithm based on Dijkstra’s Algorithm but mainly focusing on a single request. Chakraborty et al. [34] proposed a routing algorithm based on multi-commodity flow optimization. Gyongyosi et al. also proposed a decentralized routing algorithm [35] mainly considering the success possibility and fidelity. We use a similar strategy for fidelity guarantee and improve it considering time. Also, it uses a centralized controller to find the optimal result. Also, Li et al. [28] developed an effective and detailed routing algorithm, including resource allocation, path determination, and entanglement distribution. These works are very effective if the global information is available or a centralized controller exists, such as a software-defined network (SDN) architecture, is introduced [36], [37]. Shi and Qian [38] proposed Q-Pass and Q-Cast routing algorithms for multiple requests, where
they assume a time synchronization and divide the time into four phases.

Compared to those works, we intend to propose a decentralized protocol of routing algorithm, similar to OSPF (Open Shortest Path First) in the classic Internet. Our scheme also does not require time synchronization, which can be difficult to achieve in large-scale networks. In such cases, it becomes challenging for the network to efficiently distribute entangled pairs as nodes must make decisions autonomously with limited information about the network’s overall status. Despite this, we believe this task must be investigated. Both centralized control and time synchronization may bring an unavoidable computation overhead or communication delay in a large-scale quantum internet. As a result, we intend to develop a decentralized and asynchronous quantum Internet and propose Q-DDCA as a customized routing algorithm.

III. PROBLEM STATEMENT

A. System Model

Let graph $G = (V, E)$ denote the quantum network where $V = \{u_1, u_2, \ldots, u_N\}$ denotes the node set, $u_i$ is the $i$-th node and $N$ is the total number of nodes. The quantum nodes are capable of LOCC (local operations with classical communication) [39] and equipped with $m_i$ quantum memories [40], [41], [42], i.e., nodes can store $m_i$ qubits for $T$ seconds. $E = \{(u, v) | u, v \in V\}$ denotes the edge set, and each tuple $(u, v) \in E$ is a quantum channel that can transmit quantum information (usually an optical fiber) that directly connects $u$ and $v$, and entangled pairs can be generated between these two nodes. We assume that the fidelity of entangled pairs generated between neighbor nodes is $f_0$. The fidelity is a $[0, 1]$ variable that describes the state difference between the entangled pair and the target state. Further, $C(u, v)$ is the limited capacity of the channel $(u, v)$ [17], [43]. In this paper, we define capacity as the number of entangled pairs that can be generated on the channel in a period. Finally, let $N(u) = \{v | (u, v) \in E\}$ be the neighbor set of the node $u$.

Consider that the quantum network serves multiple entanglement distribution requests concurrently. Let $R = \{u^d_k, u^d_k, f_k\} | k = 1, 2, \ldots, r, u^d_k \in V, u^d_k \in V, f_k \in [0, 1]\}$ be the set of all requests, where $(u^s_k, u^d_k, f_k)$ is the $k$-th request and $r$ is the number of concurrent requests. In each request $r_k = (u^s_k, u^d_k, f_k)$, $u^s_k$ is the source node, while $u^d_k$ is the destination node. $f_k$ is the required fidelity, i.e., the distributed entanglements should have a fidelity higher than $f_k$.

In this paper, we adopt a layered Quantum Internet protocol stack [44], [45], where link-layer protocols [20], [46] are used to distribute link-layer entangled pairs, and this paper mainly focuses on network-layer functionality such as routing and distributing remote entangled pairs between non-neighbor nodes. Besides, we assume that a classic network exists so that all nodes can communicate and send control messages to each other.

We assume that the nodes have limited information about the network since the network is decentralized. We require a neighbor discovery protocol [47] to run on the nodes so that they can detect the network topology. It is achievable as the quantum networks are relatively static and connected by optical fibers [48]. Meanwhile, considering the heavy overhead of the neighbor discovery procedure, the nodes only obtain the correct topology within limited hops. Beyond that, the topology result is allowed to be incorrect and untimely. Furthermore, the nodes will have no information about other nodes (even their neighbors). They only know the status of entangled pairs that are connected to them.

B. Design Goals

In this paper, we intend to propose a mechanism to distribute entangled pairs for multiple concurrent requests in a decentralized and asynchronous quantum network, as well as a corresponding routing algorithm. The design goals of the entanglement distribution schema include decentralization, high efficiency, fairness, and guaranteed fidelity.

1) Decentralization: The proposed quantum network and its routing algorithm should be a decentralized one to avoid the communication and computation overhead brought out by centralized control. The entanglement distribution request should be managed by the nodes autonomously.

2) High Efficiency: The primary goal for the network design of a quantum network is high throughput. The entanglement...
distribution rate \( (EDR) \) indicates the total network throughput, and \( EDR = \sum_{k=1}^{L} EDR_k \), where \( EDR_k \) is the number of entangled pairs distributed per second for the request \( r_k \).

3) Fairness: Multiple requests should be handled fairly, and network resources should be assigned to requests equally when they pass via the same nodes. Our schema should guarantee that multiple requests use the network resources fairly so that no requests will be blocked or starved.

4) Fidelity Guaranteed: The distributed entanglements must have high fidelity to meet the request’s requirement. For example, distributed entangled pairs for request \( r_k \) must be above \( f_k \).

IV. A DECENTRALIZED ENTANGLEMENT DISTRIBUTION SCHEME FOR LARGE-SCALE QUANTUM NETWORK

In this section, we develop a hop-by-hop decentralized entanglement distribution network through which the source node handles the entanglement distribution procedure to replace the controller. As mentioned in [44], two possible network models exist in quantum networks: circuit-switching and packet-switching. In this paper, we adopt the best-effort packet-switching model because it seeks to eliminate the need for a centralized controller and time synchronization in large-scale quantum networks. Consequently, all nodes must function autonomously and asynchronously. Specifically, the entangled pairs are distributed hop-by-hop, or routers on the path perform entanglement swapping to distribute entangled pairs iteratively. However, the entangled pairs decohere during the procedure. Thus, we design the conception of short-term destinations, where entanglement distillation [49], [50], [51] can be performed to provide the fidelity guarantee. Considering those factors, we will propose a routing algorithm for this network.

A. A Hop-by-Hop Entanglement Distribution Network

Since each request is handled in a decentralized manner, we mainly focus on one request \( r_k = (u_k^s, u_k^d, f_k) \) in this section. The source node \( u_k^s \) manages \( r_k \) and controls how to distribute entangled pairs. To improve the efficiency, \( u_k^s \) handles \( wnd_k \) entangled pairs in distributing them concurrently. Here, we use \( wnd_k \) to denote the window size, i.e., the number of concurrent entangled pair distribution for request \( r_k \). For example, Fig. 1 shows an example of \( r_k \), where \( u_k^s \) distributes entangled pairs to \( u_k^d \) in such a way that at most \( wnd_k = 3 \) entangled pairs can be managed at once. Currently, there are three entangled pairs in transmissions, including two entangled pairs that have been distributed to \( u_i \) and one to \( u_j \). If entangled pairs are distributed to the destination or are dropped during the transmission, a new entangled pair is generated and begins to be distributed from the source node again.

Source node \( u_k^s \) performs the following operations recursively to distribute entangled pairs until they reach the destination, as shown in Fig. 2. Assume that the current entangled pair is distributed between \( u_k^s \) and \( u_i \), as shown in Fig. 2(a). \( u_j \) and \( u_l \) are the neighbors of \( u_i \), and \( u_l \) is in congestion. In Fig. 2(b), \( u_k^s \) runs a routing algorithm to decide the next hop (for example, \( u_j \) is selected). It communicates with \( u_j \) to acquire the necessary quantum memories. If \( u_j \) accepts that request, the EPR generator on edge \((u_i, u_j) \) generates an entangled pair, as illustrated in Fig. 2(c). Finally, \( u_i \) performs a quantum swapping [52] to distribute a new entangled pair between \( u_k^s \) and \( u_j \) in Fig. 2(d). If successes, \( u_j \) can find the optimal next-hop node and distribute the entangled pairs to it. Thus, these operations are repeated until the entangled pair is distributed to \( u_k^d \). Alternatively, if \( u_j \) refuses such a request, \( u_i \) has to drop the existing entangled pairs, notify the source node, or wait for another attempt (mentioned in Section V-B).

B. The Short-Term Destination for Entanglement Distillation

During the procedure of entanglement swapping and qubit transmission, the entangled pairs decohere, and the fidelity decreases. A further mechanism must be proposed to meet the fidelity requirement to provide a fidelity guarantee for requests. In this part, we investigate how to meet the fidelity requirement. This paper assumes that the entangled pairs generated by EPR generators have a fidelity above \( f_0 \), and the required fidelity of \( r_k \) is \( f_k \).

One difficulty here is that it is hard to measure fidelity without breaking entangled pairs due to the quantum No-Cloning Theorem. To this end, we observe that evaluating the low bound of fidelity is easier and more feasible. If we can evaluate the low bound of the fidelity, a strict distillation strategy can be performed to guarantee the final fidelity of the distributed entangled pairs. Such evaluation is based on the following rules: First, we insist that a qubit can be stored in a memory for no more than \( T \) seconds. Otherwise, the entangled pair is considered to be dropped. This requirement guarantees the low bound of fidelity after storing in a quantum memory. Further, it is possible to model the fidelity decrease after an entanglement swapping. Thus, it is possible to evaluate the low fidelity guarantee. Considered those factors, we will propose a routing algorithm for this network.
bound of fidelity during the distribution process and further calculate the maximum number of hops before the fidelity is lower than the requested fidelity $f_k$. A similar mechanism is proposed [34], although it does not consider the time escape and decoherence while storing.

Assume that the entangled pairs are in Werner state [53]. The density matrix can be presented as

$$\rho(\omega) = \omega |\Psi^+\rangle \langle \Psi^+| + (1 - \omega) I_4 / 4,$$

where $\omega \in [0, 1]$ is the ingredients of the Bell state (maximized entangled), and $1 - \omega$ is the white noise (decoherence state), and $I_4$ is the identity matrix of dimension 4. The corresponding fidelity is

$$F(\omega) = (1 + 3\omega)/4.$$

(1)

Obviously, the parameter $\omega$ is an equivalent of fidelity and measures the purity of an entangled pair in the Werner state.

We also consider decoherence in our model and mainly focus on two kinds of decoherence. The first comes from the noise during a qubit stored in a quantum memory, and we model this noise based on the following model. The fidelity of the Werner state entangled pair decays exponentially over time when stored in a quantum memory [53]. That is, $\omega$ drops to $\omega_{\text{delayed}} = \omega \cdot e^{-t/T_{\text{coh}}}$ after being stored for time $t$, where $T_{\text{coh}}$ is a memory’s attribution indicating the speed of decoherence.

The second source for fidelity to downgrade is from the quantum swapping [22]. Let’s say there are two entangled pairs, with the fidelity $f_1$ and $f_2$. Equivalently, the corresponding parameter is $\omega_1$ and $\omega_2$. After the entanglement swapping, the parameter of the new entanglement becomes $\omega_{\text{swap}} = \omega_1 \cdot \omega_2$.

Consider a hop-by-hop entanglement distribution procedure, remember that $\omega_0$ denote the initial entanglement fidelity, and $\omega_0 = 4f_0/3$ respectively. For an entangled pair that has been distributed after $n$ hops (i.e., after $n-1$ entanglement swapping), the fidelity is $f(n)$, and $\omega_n = 4f(n-1)/3$. Following the hop-by-hop entanglement distribution strategy mentioned in the last section, a new entangled pair is generated between the current and next-hop nodes. Then the current node performs an entanglement swapping using the original $n$ hop entangled pair and the newborn entangled pair. If successful, a new entangled pair is distributed between the source node and the next-hop node. Since the original $n$ hop entangled pair can not be stored on the node for more than $T$ during this period. Thus, the low bound of the original entangled pair before entanglement swapping is $\omega_n^0 \geq \omega_n \cdot e^{-T/T_{\text{coh}}}$. As the newly generated entangled pair’s fidelity is $\omega_0$, the fidelity after swapping is

$$\omega_{n+1} \geq \omega_0 \cdot \omega_n \cdot e^{-T/T_{\text{coh}}}.$$  

$$\geq \omega_0 \cdot \omega_{n-1} \cdot e^{-2T/T_{\text{coh}}}.$$  

$$\cdots$$  

$$\geq \omega_0^n \cdot \omega_1 \cdot e^{-\frac{nT}{T_{\text{coh}}}}.$$  

$$= \omega_0^{n+1} \cdot e^{-\frac{nT}{T_{\text{coh}}}}.$$  

If the final entangled pair is distributed through $n$ hops, we require that the final fidelity is above $f_k$ (the fidelity requirement in request $r_k$). Then, we have $f(n) \geq f_k$. In a more strict sense,

$$f(n) = \frac{1 + 3\omega_n}{4} \geq \frac{1 + 3\omega_0^n \cdot e^{-\frac{(n-1)T}{T_{\text{coh}}}}}{4} \geq f_k.$$

Let $\alpha = e^{-T/T_{\text{coh}}}$ denotes the fidelity downgrade due to the noise in quantum memory. We can now calculate the maximum number of hops that an entangled pair can be distributed before the fidelity is lower than the threshold $f_k$.

$$L_k \leq \left\lfloor \frac{\log \left( \frac{\alpha \cdot 4f_k - 1}{3} \right)}{\log \left(\alpha \cdot \frac{4f_k - 1}{3}\right)} \right\rfloor,$$

(2)

where $L_k$ is the maximum number of hops for request $r_k$.

This result hints that the network scale is strictly limited because if the network has a path longer than $L_k$, the final fidelity of the distributed entangled pairs can not be guaranteed. To address this issue, we propose the idea of short-term destinations to enlarge the scale by conducting an entanglement distillation to raise the fidelity [45], [54].

Accordingly, for each request, it is possible to select a series of short-term destinations so that the distance between adjacent selected nodes does not exceed $L_k$. All entangled pairs are first distributed to those short-term destinations with the hop-by-hop entanglement distribution scheme to perform entanglement distillation. After that, the entangled pairs are further distributed to the next hops and eventually to the destination.

Algorithm 1 shows the entire hop-by-hop entanglement distribution procedure with consideration of fidelity. It is repeatedly executed until the destination is arrived. In Algorithm 1, $u_{\text{curr}}$ represents the current node that entangled pair is shared between the source and $u_{\text{curr}}$, $u_{\text{next}}$ is the next-hop node selected from a routing algorithm (described in Section V); and $d_k^{u}$ is the short-term destination. First, the algorithm checks the distance to the destinations. If the destination is far away from the current node (i.e., $dist(u_{\text{curr}}, u_{\text{next}}^d) > L_k$), a short-term destination $d_k^{u}$ is determined. Here, $dist(u, v)$ denotes the minimized number of hops between node $u$ and $v$. We use the variable $L_k^{u}$ to denote the distance between the short-term destination and the current node. $L_k^{u}$ can be smaller than $L_k$ to relax the path and enable rerouting within multiple candidate paths to avoid congestion. Otherwise, the entanglement will distribute to the final destination directly. Then, a routing algorithm will be performed to select the optimal next-hop $u_{\text{next}}$ to the destination or short-term destination. A request will be sent to the next-hop node in order to preserve essential quantum resources, e.g., quantum memories, and generate entangled pairs between $u_{\text{curr}}$ and $u_{\text{next}}$. If the next-hop node can handle the entanglement distribution, it accepts this request, and the entangled pair is distributed to that next-hop node. Alternatively, if the next-hop node is in congestion (due to the lack of quantum memories), it will decline the request, and the existing entangled pairs will be dropped.
Algorithm 1 The Hop-by-Hop Entanglement Distribution Algorithm With Fidelity Guarantee

Input: The current node that the entanglement stays \( u_{\text{curr}} \); The quantum network \( G = (V, E) \); The request \( r_k = (u_k^i, u_k^d, r_k) \);

1: \( d_k^i \leftarrow \text{None}; \)
2: while \( u_{\text{curr}} \neq u_k^d \) do
3: if \( u_k^d \neq d_k^i \) and \( \text{dist}(u_{\text{curr}}, u_k^d) > L_k^i \) then
4: select a \( d_k^i \) that \( \text{dist}(u_{\text{curr}}, d_k^i) = L_k^i \), \( (L_k^i \leq L_k) \);
5: else
6: \( d_k^i \leftarrow u_k^d; \)
7: end
8: \( r_k^i = (u_k^i, d_k^i, f_k); \)
9: \( u_{\text{next}} \leftarrow \text{RoutingAlgorithm}(u_{\text{curr}}, G, r_k^i); \)
10: if result is not None then
11: generate a new entangled pair between \( u_{\text{curr}} \) and \( u_{\text{next}} \);
12: perform entanglement swapping on \( u_{\text{curr}} \);
13: else
14: drop the entanglement;
15: break;
16: end
17: \( u_{\text{curr}} \leftarrow u_{\text{next}}; \)
18: end

V. Q-DDCA: AN ADAPTIVE MULTIPLE-PATH ROUTING ALGORITHM

So far, we have developed a decentralized hop-by-hop entanglement distribution scheme with a fidelity guarantee for each request. One question left is how to select one optimal next-hop node \( u_{\text{next}} \) from all the neighbors to bring the best performance. Here, we present our Quantum Decentralized Dynamic Congestion Avoid routing algorithm (Q-DDCA) to leverage the nodes’ congestion information to avoid congestion and select the optimal node. Meanwhile, we require the nodes only to know the topology of at most \( L_k \) hops to select the proper next-hop node.

The Q-DDCA routing algorithm should also consider the fidelity guarantee. That is, the routing result should keep the constraint that the total number of hops to the destination should be smaller than \( L_k \), nor the fidelity will go below \( f_k \).

In Section V-A, we propose a strategy to meet the fidelity requirement. This strategy will first filter out all optional next-hop nodes that meet the fidelity requirement and form a candidate set \( S_C \). After that, we design a utility function for the proposed routing algorithm as it critically affects the entanglement distribution rate. We present the utility function based on our analysis of the hop-by-hop entanglement distribution process in Section V-B. Finally, we illustrate the Q-DDCA algorithm in Section V-C.

A. Selecting Feasible Next-Hops Based on Fidelity

Q-DDCA is a routing algorithm to decide the optimal next-hop node to achieve high throughput. In this section, we model the routing problem as follows. Consider the entangled pair of \( r_k \) is distributed between the source node \( u_k^i \) and a current node \( u_{\text{curr}} \). The routing algorithm is performed on \( u_{\text{curr}} \) to decide the optimal next-hop node from all its neighbors. We assume that the minimum length (in the number of hops) from the source node to the short-term destination node is \( L_k^i (L_k^i \leq L_k) \), and the length of the shortest path from the current node to the destination node is \( L_{\text{remain}} \). Also, let \( L_{\text{prec}} \) denote the number of hops between the source and the current node. Again, the routing algorithm determines an optimal next-hop node to distribute entangled pairs. However, not all neighbor nodes are the proper next-hop nodes due to the fidelity consideration (the path will exceed \( L_k \)). Therefore, we design Q-DDCA to perform a pre-pruning on all neighbor nodes and choose a candidate node set \( S_C \) before further fine-grained routing determinations. We propose two pre-pruning constraints, hard and soft bound constraints, respectively, with different purposes.

The hard bound constraint is designed to meet the fidelity requirement. Q-DDCA selects the routing result of one of the most optimal next-hop nodes from all neighbor nodes. However, not all neighbors are feasible when considering the fidelity constraint. To guarantee fidelity, the path length between the source and the short-term destination must be smaller than \( L_k \). For example, if \( L_k \) is 5 and the distance between the source node and the current node is 3, it suggests that the path selected from the current node to the (short-term) destination should be at most two hops left. In this case, some neighbor nodes are not feasible because the remaining path is longer than 2. Consequently, the hard bound is that the remaining path from the current node to the (short-term) destination should have at most \( L_k - L_{\text{prec}} \) hops.

On the other hand, the soft bound constraint gives the routing algorithm some flexibility to trick off between a shorter path and a less congested path. As Q-DDCA is designed to avoid congestion, choosing a less congested node may benefit the entanglement distribution rate, even though it means a workaround in the topology. Since the distance between the source and short-term destination is \( L_k^i \), the hard bound requires that the path length is less than \( L_k^i \). For example, if \( L_k^i \) is 10 and the distance between the source and the current node is 3, it suggests that the path selected from the current node to the (short-term) destination should be at most 7 hops.

In Section V-A, we propose a strategy to meet the fidelity requirement. This strategy will first filter out all optional next-hop nodes that meet the fidelity requirement and form a candidate set \( S_C \). After that, we design a utility function for the proposed routing algorithm as it critically affects the entanglement distribution rate. We present the utility function based on our analysis of the hop-by-hop entanglement distribution process in Section V-B. Finally, we illustrate the Q-DDCA algorithm in Section V-C.
ultimately lose the right to re-route to avoid congestion (on \( u_{en} \)). In the end, the route degenerates to the shortest path algorithm. On the contrary, if \( \delta \) is too small (\( \delta \approx 0 \)), all nodes always choose the shortest paths too conservatively. As a result, the advantages of adaptive routing will not be able to take effect, and the throughput will be likely to be limited by the bottleneck, as shown in Fig. 3(b).

To further evaluate \( \delta \), we generalize \( \delta \) as the average extension length per hop. On the one hand, we have

\[
L_{total} = L'_k + L_{total} \cdot \delta < L_k,
\]

where \( L_{total} \) is the actual total number of hops from the source node to the short-term destination, and \( L_{total} \cdot \delta \) is the total number of wake round hops or the extra length of rerouting path. This equation indicates that

\[
\delta = \frac{L_{total} - L'_k}{L_{total}} \leq \frac{L_k - L'_k}{L'_k},
\]

since \( L'_k \leq L_{total} \leq L_k \). As \( L'_k \) is close to \( L_k \), the \( \delta \) is likely to be smaller than 1. In this case, we can assume that the extension length per hop is 1 with probability \( p = \delta \approx \frac{L_k - L'_k}{L'_k} \).

As a result, the current node accepts all paths where the remaining length from the current node to the destination node is \( L_{remain} \). Besides, the current node has a chance to reroute to those paths with \( L_{remain} + 1 \) hops under the probability \( p \).

Algorithm 2 shows selecting all candidate neighbor nodes and generating the candidate set. This algorithm is a sub-procedure of the entire routing algorithm of Q-DDCA. We introduce two bounds to calculate whether a certain next-hop satisfies the fidelity and relaxing requirements.

### B. The Utility Function of the Routing Algorithm

After calculating the candidate set, all options in this set are supposed to meet the fidelity requirement. Now, Q-DDCA should select one optimal option. As we mentioned in the design goal, the primary goal of Q-DDCA is to achieve high throughput. Note that it is possible to extend our routing algorithm to use other metrics or utility functions. Such utility functions are also run on the nodes to determine the proper next-hop node. This paper focuses on the throughput, defined as the quantum network’s entanglement distribution rate (EDR) or the number of entangled pairs distributed per second for all requests. We design the utility function based on a theoretical model and analyze the stochastic process of entanglement distribution on a path to achieve this goal.

We start by considering one entangled pair’s distribution on a fixed \( n \)-hops path. Let \( E(n) \) be the expected number of swapping operations before an entangled pair is distributed to the destination. \( E(n) \) may be larger than \( L_k \) because the entangled pair may be dropped when the next-hop node has no quantum memories or the EPR generator fails to generate link-layer entangled pairs. For example, if a path has \( n = 5 \) nodes, an entangled pair is dropped after being distributed for 4 hops. After that, a new entangled pair begins to be distributed from the source node again. At this time, it succeeds in distributing an end-to-end entangled pair. In this case, the eventual number of entanglement swapping \( E(n) = 9 \).

Also, we assume the averaged time of a successful entanglement distribution \( T_{total} \) is no more than \( (T + \tau) \cdot E(n) \), where \( \tau \) is the time for entanglement swapping and the classic communication delay while \( T \) is the maximum time that a quantum memory can keep this entangled pair on a node before decoherence. Since there are at most \( wmd_k \) entangled pairs distributing at the same time for \( r_k \), the distribution rate is

\[
EDR_k = \frac{wmd_k}{T_{total}} \geq \frac{wmd_k}{(T + \tau) \cdot E(n)}.
\]

Since both \( T \) and \( \tau \) are the pre-determined attributes of the quantum network, given a fixed \( wmd_k \), the routing algorithm should minimize \( E(n) \). Let \( q \) be the probability that one node accepts the request of the coming entangled pairs, and \( 1 - q \)
is the drop probability. We construct a discrete-time Markov chain to calculate \( E(n) \). Assume the expected number of entanglement distribution for an \( l \)-length path is \( E(l) \), and the entangled pair is now distributed to the next \((l+1)\)-hop, we have the recursive equation:

\[
E(l+1) = q \cdot [E(l) + 1] + (1 - q) \cdot [E(l) + 1 + E(l+1)],
\]

and \( E(1) = \frac{1}{q} \)

where \( q \) is the success possibility of the qubit being distributed to the next-hop node. If this procedure succeeds, the final number of entanglement distribution is \( E(l+1) \). Alternatively, if the entangled pair is dropped and a new entangled pair begins to distribute from the source node again, the expected number of entanglement swapping is \( E(l) + 1 + E(l+1) \) with the possibility \( 1 - q \). From the recursive formulas, we get

\[
E(n) = \frac{E(n-1) + 1}{q} = \sum_{i=1}^{n} \left( \frac{1}{q} \right)^i.
\] (4)

From Eq. (4), we can observe the following two conclusions. On the one hand, the routing algorithm should prefer a shorter path. It eventually reduces the average number of entanglement swapping before a successful entanglement distribution, and \( EDR_k \). It indicates that the shortest path algorithm based on Dijkstra’s algorithm is preferred [55]. On the other hand, increasing the acceptance rate on each node is very effective because \( E(n) \) is a polynomial of \( 1/q \). The network should reduce the drop rate and avoid retransmission. Therefore, we have proposed two approaches for Q-DDCA: multiple attempts and expected minimum hops, respectively.

1) Multiple Attempts of Distribution Request: The node congestion is the major reason for dropping a distributing entangled pair. When a quantum node selects an optimal next-hop node, it will ask the next-hop node to preserve quantum memories and generate a link-layer entangled pair. However, if the next-hop node has no free memory, it declines the distribution request, which causes a drop. To reduce the drop rate, Q-DDCA allows being performed for multiple rounds before the entangled pair decohered. In each round, a new next-hop node is selected, and it attempts to preserve resources on that node. The only constraint is that the total time for all those attempts must be lower than \( T \) to avoid decoherence. Specifically, when the current node, \( u_{\text{curr}} \), tries to distribute an entangled pair to the next-hop, \( u_{\text{next}} \), it will ask \( u_{\text{next}} \) to preserve one quantum memory for distribution. It could happen that \( u_{\text{next}} \) might be congested, and no memory is available for that request. In this case, \( u_{\text{next}} \) will deny the request. Otherwise, it will accept the request and wait for transmission. During this process, a classic communication happens, as shown in Fig. 2(b). We assume that such communication costs \( t \) time, which means there are at most \( M = T/t \) attempts on each node. Multiple attempts help to reduce the drop rate. Formally, the acceptance probability of \( M \) attempts is \( 1 - (1 - q)^M \), where \( q \) is the acceptance rate in a multiple-attempts situation, i.e., the ratio of the number of times the node accepts to the total number of resource allocation application sent to it. In this case, the expected number of swapping before entanglement is distributed to the destination is \( E(n)^M = \sum_{i=1}^{n} \left[ 1 - (1 - q)^M \right]^{-i} \). We find that more attempts will reduce the average number of hops before a successful entanglement distribution.

2) Use the Shortest Path: Since \( E(n) \) shows that the best effort of improving the throughput is to use a path with fewer hops, we can adopt a proactive utility that prefers choosing a minimum hops path but still considers the network status. Q-DDCA requires that every node \( u_{\text{curr}} \) measure the acceptance rate of their neighbors, and this information is in the utility function. The \( u_{\text{curr}} \) should choose a path with a minimized expected number of hops to distribute entangled pairs. In the \( m \)-th attempt (in total \( M \) attempts), the expected number of hops is

\[
(1 - (1 - q_i)^{M-m}) \text{dist}(u_i, u_k^i) + (1 - q_i)^M \text{dist}(u_k^i, u_k^d),
\] (5)

where \( q_i \) is the acceptance rate of neighbor \( u_i \) and \( \text{dist}(u_i, u_k^i) \) is the distance between \( u_i \) and \( u_k^i \), in terms of the number of hops, calculated by Dijkstra’s algorithm. We only consider the acceptance rate of the next-hop node and assume that all subsequent transmissions are successful because we have no information on subsequent routing. Finally, the next-hop selection problem is formulated as

\[
\min f = \sum_{i=0}^{\left| S_C \right|} x_i \cdot \left[ (1 - (1 - q_i)^{M-m}) \text{dist}(u_i, u_k^d) + (1 - q_i)^M \text{dist}(u_k^i, u_k^d) \right],
\]

s.t. \( \sum_{i=0}^{\left| S_C \right|} x_i = 1 \),

\[
x_i = \{1, 0\}, i = 1, 2, \ldots, \left| S_C \right|, q_i \in [0, 1], i = 1, 2, \ldots, \left| S_C \right|, u_i \in S_C,
\] (6)

where \( S_C \) is the candidate set that contains all possible options to meet the fidelity requirement, \( | \cdot | \) is the cardinality of a set. Let \( x_i \) be a boolean value indicating whether to select \( u_i \in S_C \) as the next-hop and \( q_i \) be the acceptance rate of \( u_i \). The complexity of this problem is \( O(|C|) \), and one simple iteration can find the optimal option.

C. The Implementation of the Q-DDCA

The proposed algorithm should select the optimal next-hop node according to entangled pairs’ fidelity, topology information, and node’s congestion status. Q-DDCA can be divided into two steps. Firstly, it calculates a candidate node set \( S_C \), where all nodes are feasible considering the fidelity requirement. In this step, we develop two bounds, including a soft and hard bound, to select all feasible nodes. Secondly, the optimal next-hop node should be further selected from \( S_C \). We consider network congestion states and use the expected minimum number of hops as the utility function in this period.

Note that, the decisions made by Q-DDCA are mainly based on the following information: 1) Network topology. We assume that the topology is static for a period of time, and all network nodes share this information. Every node could
calculate the shortest path between any pair of nodes using Dijkstra’s Algorithm. 2) Congestion information. As mentioned in Section V-B, the acceptance rate of one neighbor plays a vital role in determining the proper neighbor to provide the optimal throughput, and all nodes must obtain this information. Remember that in our hop-by-hop distribution scheme, the node will require its next-hop node to accept the entanglement distribution (permit distributing entangled pairs via the next-hop node). The next-hop node may accept it or drop it. The acceptance rate is a ratio of the number of entanglement distributions a neighbor node accepts to the number of that total required. As a result, each node can statistically measure the acceptance rate of its neighbor nodes. Specifically, it counts the number of entanglement distributions sent to the neighbor node and the number the neighbor node accepts in a given time. Then, it can calculate the ratio as the acceptance rate. For example, if node $u_i$ sends 5 requests to $u_j$ and $u_j$ accepts 3, the acceptance rate is 0.6. An extreme case to consider is that no request may be sent to some nodes in a period. In this case, the acceptance rate is unclear. In order to avoid this situation, we modify the original acceptance rate as $q_i = (acc_i + \epsilon)/(tol_i + \epsilon)$, where $\epsilon$ is a minimum value used to handle the situation that there is no request in this period. Because in this situation, $q_i$ is now close to 1, indicating that this path is idle and is likely to accept the transmission. 3) The fidelity requirement $f_k$ and the corresponding maximum number of hops $L_k$, which can be obtained and calculated by the source node.

Since the routing path is not pre-determined, some entangled pairs may be “lost” in a few worse cases, where it is better to be dropped and retransmitted than keep sending. Q-DDCA has a positive fast retransmission scheme by viewing “drops” as a virtual neighbor node. This drop node is virtually connected to both the current and destination nodes. The length between the “drop” node and the destination node is $2 \cdot \text{dist}(u_k^i, u_k^d)$, as we consider the expensive cost of retransmission and dropping. As a result, we add this penalty to minimize the occurrence of dropping by using twice the distance between the source and destination node as the length of the “drop” node. Only in this worse case will the node drop the entangled pairs and notify the source to redistribute a new one. Its $\Delta_{\text{drop}}$ equals 1 because it is always possible to discard an entangled pair.

Algorithm 3 shows how the Q-DDCA decides the optimal next-hop node at each node. The routing algorithm carries out at most $M$ attempts for each entangled pair on a quantum node. Otherwise, the entangled pair will be dropped. In each attempt, Q-DDCA first selects a subset of neighbors $S_C$ with two bounds we mentioned in Section V-A. Those bounds are used to guarantee that the fidelity will be at least the required $f_k$. Then, it selects an optimal next-hop node using the expected number of hops as the utility function. If the selected next-hop node is “drop”, the entangled pair will be dropped positively. Otherwise, it will communicate with the selected next-hop to ensure that it has resources for entanglement distribution. If the next-hop accepts that request, the routing algorithm should return the next-hop node as an output. Alternatively, the next attempt begins.

<table>
<thead>
<tr>
<th>Algorithm 3 Q-DDCA: The Decentralized Dynamic Congestion Avoid Routing Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> The current node that this entanglement is on, $u_{\text{curr}}$; the quantum network $G = (V, E)$; the request $r_k = (u_k^s, u_k^d, f_k)$; the maximum number of attempts $M = T/t$;</td>
</tr>
<tr>
<td><strong>Output:</strong> The selected next-hop node $u_{\text{next}}$. If $u_{\text{next}}$ is None, no next-hop is selected, and the entangled pair should be dropped.</td>
</tr>
</tbody>
</table>

1. $m \leftarrow 1$, $u_{\text{next}} \leftarrow \text{None}$;  
2. for Each neighbor $u_i$ in $N(u_{\text{curr}})$ do  
3. \hspace{1em} $L_i \leftarrow \text{dist}(u_i, u_k^i)$; // using Dijkstra algorithm.  
4. end  
5. $L_m \leftarrow \min_{1 \leq j \leq |N(u_{\text{curr}})|} \{L_j\}$, $L_{\text{drop}} \leftarrow 2 \cdot \text{dist}(u_k^s, u_k^d)$;  
6. while $m \leq M$ do  
7. \hspace{1em} $m = m + 1$;  
8. $S_C \leftarrow$ candidate set from Algorithm 2;  
9. find $u_i \in S_C$ that minimize Eq. (5);  
10. result $\leftarrow$ Request $u_i$ to preserve a quantum memory;  
11. if result is accept then  
12. \hspace{1em} $u_{\text{next}} \leftarrow u_i$;  
13. \hspace{1em} break;  
14. end  
15. end  
16. if $\text{dist}(u_{\text{next}}, u_k^i) \geq L_{\text{drop}}$ then  
17. \hspace{1em} // positively drop the entangled pair  
18. $u_{\text{next}} \leftarrow \text{None}$;  
19. end  

D. Discussion

This subsection discusses the correctness, efficiency, and fairness of Q-DDCA.

1) Correctness: Our routing algorithm should guarantee that every distributed entangled pair should meet the fidelity requirement. Our model designs the short-term destination to purify the entangled pairs on those nodes. We also use a relatively tight $L_k$ to estimate the fidelity to prove robustness. We also set a hard bound in Q-DDCA so that the path length between two short-term destinations will not exceed $L_k$.

2) Efficiency: The network-flow theory allows us to evaluate the maximum transmission rate, though it does not guarantee fidelity. Like the network-flows theory, Q-DDCA utilizes multiple paths for entanglement distribution while satisfying the fidelity requirement. Besides, rerouting provides a higher transmission rate and robustness than the shortest path algorithm because it can predict congestion and detours to avoid it.

3) Fairness: Q-DDCA is fairer than the connection-oriented entanglement distribution schemes because it does not preserve any resource for predecessor requests so that the coming requests will not starve. Either, it does not allocate resources periodically like that in a centralized control scheme to avoid computation overhead. Q-DDCA allocates resources...
preemptively, and all requests can use the network resource fairly and dynamically.

VI. EXPERIMENTS AND EVALUATION

In this section, we conduct experiments to evaluate Q-DDCA’s efficacy and fairness and compare it to other baseline algorithms, including the shortest path algorithm (SPA).

1) Evaluation Platform: The experiments are completed on SimQN [29], a system layer evaluation platform we built for simulating quantum networks. SimQN is a discrete-event driven simulator in Python 3, designed to assist quantum network investigation and evaluation easily. We have developed various physic models, including mixed-state qubit models, Bell state, Werner state, and isotropy state entangled pair models with varying granularity, functionality, and computational overhead. Also, unlike other platforms, we design the quantum nodes to be injectable with multiple applications to handle various complex behaviors. This paper is the first use case of SimQN, and in this evaluation, we build a quantum network of up to 50 nodes with random topology. We construct up to 10 arbitrary nodes to distribute entanglements spontaneously and asynchronously. We develop SimQN as an open-source project, and it is now released on GitHub (https://github.com/ertuil/simqn).

2) Competitors and Baselines: So far, we believe there is no other routing algorithm in a decentralized and asynchronous manner as we do in this paper. Q-Cast routing algorithm [38] is also a decentralized routing algorithm and assumes that nodes know local information about k-hop neighbors. Q-DDCA does not require nodes to have information about other nodes for free. Link status in at most 1-hop neighbors can be evaluated, but the classical communication overhead is also modeled. Besides, Q-DDCA guarantees the fidelity requirements and works fully asymmetric so that all nodes behave spontaneously without a time synchronization assumption.

As a result, we use an improved shortest path algorithm (SPA) as the baseline, where the shortest path is calculated based on Dijkstra’s algorithm. To calculate the shortest path, SPA assumes that the network topology is static and available. In order to ensure the fidelity requirements, we also require that the path length does not exceed $L_k$. Like Q-DDCA, we assume it has at most $M$ attempts before dropping an entanglement. In particular, when $M = 1$, SPA and Q-DDCA behave the same. It is because the utility function of Q-DDCA degenerates into the distance in this case.

3) Parameters Setting: We adopt a randomly generated topology to evaluate the routing algorithms in general scenarios. For most of our experiments, the network topology has 50 nodes. As for multiple requests, we randomly select the source and destination nodes. The quantum links that connect two neighbor nodes can be used to generate entangled pairs with a probability of 0.1, and the initial fidelity of the generated entangled pairs is $f_0 = 0.99$. Although, as far as we know, there are no mature quantum memory devices currently, recent work has demonstrated the feasibility of a quantum memory, and one qubit can be stored with high fidelity for minutes [56]. In these experiments, we set the decoherence time of a quantum memory to $T_{coh}$ to be 5s and $T$ to be 0.5s. As a result, the maximum fidelity decoherence is $\alpha = e^{-\frac{T}{T_{coh}}} \approx 0.9$. Also, we assume the final entangled pairs’ fidelity requirement is above $f_k = 0.7$, and we can calculate $L_k = 6$. The time delay of the classic communication for resource allocation $t$ is set to be 50 ms. Therefore, the maximum number of attempts is $M = \frac{T}{t} = 10$. In most experiments, we simulate the entanglement distribution for 10s, as it is found that EDR has become stable at this time.

The $wnd_k$ is the concurrency window that controls the number of entangled pairs distributed by a source node at the same time. In the experiments, we set $wnd_k$ differently according to the path length. It is because the resources of the path depend on the path length, and a longer path requires a larger $wnd_k$ to utilize the quantum memories. Specially, we use $wnd_k = w \cdot \text{dist}(v^s_k, v^d_k)$ for request $r_k$, where $w$ is equivalent to resources used on one quantum node. For example, when the path has 3 hops with 10 memories on each interface (20 memories for the repeaters and 10 memories for the endpoint nodes), $wnd_k$ is $3 \cdot 10 = 30$ to averagely reuse every memory on that path and reach the maximum sending rate before congestion. If the path has 6 hops, $wnd_k$ can be increased to 60 to occupy all the quantum memories and therefore reach the highest throughput. This assumption is proved by the experiment result later, as it shows that if every request shares the same $w$, Q-DDCA can ensure that all requests use the quantum memories on a quantum node fairly.

A. Evaluation for One Request

We start from one single request scenario to evaluate whether the routing algorithm can fully use the path capacity. In our experiments, each node has 20 quantum memories, and the EPR generators produce entangled pairs at 1000 Hz. We examine the throughput of the two algorithms under different $w$ (windows per hop) and $M$ (number of attempts) settings.

Fig. 4 shows the EDR and dropped qubits of this request. We vary $M$ to be 5 or 10. Then, we conduct simulations under different window size parameters $w$, as shown in Fig. 4(a). We can observe that the EDR increases simultaneously in SPA and Q-DDCA when $w$ is relatively small. However, when $w$ is over about 10, the EDR reaches the single path capacity, and SPA begins to drop entangled pairs, as we can see in Fig. 4(b), and EDR in SPA no longer increases in Fig. 4(a). On the contrary, EDR still increases in Q-DDCA. Meanwhile, the number of dropped entangled pairs remains low in Q-DDCA. It is because Q-DDCA detects the congestion on the original path and begins to utilize alternative paths. As a result, EDR in Q-DDCA grows smoothly. As a classic result, EDR is 329.5 qubits/s in Q-DDCA, 72.15% more than the EDR (191.4 qubits/s) of SPA when $M = 10$ and $w = 30$. Similarly, EDR in Q-DDCA (157.9 qubits/s) is 107.49% more than in SPA (76.1 qubits/s) when $M = 5$. Q-DDCA performs better than SPA, especially when the window per-hop $w$ is relatively high, or the network is congested.

We also explored the influence of the number of attempts, as shown by Fig. 4(c) and Fig. 4(d). We find that with the
increase of $M$, EDR increases, as shown in Fig. 4(c). The EDR increases larger in Q-DDCA compared to the SPA algorithm. As for the drop rate, we find that Q-DDCA reduces the drop rate significantly when $M$ goes large thanks to the congestion avoidance rerouting, as shown in Fig. 4(d). Overall, Q-DDCA can reach a higher EDR and drop fewer entangled pairs. For example, in the case of $w = 30$ and $M = 5$, SPA distributes 955 entangled pairs with 745 dropped entangled pairs. In comparison, Q-DDCA distributes 1579 entangled pairs in 10 seconds, with only 6 being dropped.

We specifically investigate how the congestion avoid function works in the Q-DDCA algorithm when $M = 5$ and $w = 30$. In this game, the request is to distribute entangled pairs from node $u_{18}$ to node $u_7$. SPA uses the shortest path $\{u_{18}, u_{11}, u_3, u_7\}$, and distributes 955 entangled pairs in total. As for Q-DDCA, distributes 1579 entangled pairs in 10 seconds, which is 165.34% compared to SPA. It also uses the same major path to distribute 393. However, the other 1186 entangled pairs are distributed from 16 different paths. This indicates that Q-DDCA’s congestion avoidance schemes work fine. Moreover, the second contributed path is $\{u_{16}, u_{43}, u_{16}, u_4, u_7\}$ which distribute 211 entangled pairs. The least contributed path is $\{u_{18}, u_{31}, u_{13}, u_3, u_7\}$ and distributes only 1 entangled pairs. All those paths are shorter than $L_k$, and the distributed entangled pairs satisfy the fidelity requirement.

1) Discussion: The Q-DDCA algorithm has a higher EDR because it can adapt to the network congestion state to reroute or utilize multiple paths to significantly reduce congestion and drop rate. Further investigation finds that no path length is more than $L_k$. Consequently, Q-DDCA makes more use of resources in a single request scenario and breaks through the capacity of a single path.

B. Evaluation for Concurrency Multiple Requests

We also investigate the multiple requests scenarios and explore the total EDR of multiple requests, the drop rate, and the fairness between requests.

In these experiments, 5 or 10 requests distribute entangled pairs concurrently and independently. The source node and the destination node are chosen randomly. Other parameters are the same with the single request scenario. The total EDR for 5 requests is shown in Fig. 5(b), and the total EDR for 10 requests is shown in Fig. 5(a) respectively. The result shows a new pattern that the total EDR decreases when $w$ is relatively large. It is mainly because of network-wide congestion. Though Q-DDCA can avoid congestion on one path, it cannot avoid enormous congestion when all potential paths are in congestion. For example, in the 5 requests experiment, the total EDR reaches the maximum when the window is $w = 12$. In this case, the EDR of Q-DDCA is 66.81% or 62.42% higher than SPA when $M = 5$ or $M = 10$, respectively. Similar to the single request scenario, we observe that as $M$ increases, the total EDR also increases. Overall, Q-DDCA can achieve a higher EDR than SPA. The downgrade of the total EDR when $w$ is relatively large indicates that a more efficient congestion avoidance algorithm should be studied for each request. Such a congestion avoidance algorithm controls the sending rate $w$ based on the network congestion level like the classic TCP protocol.

We also count the dropped entangled pairs, showing that Q-DDCA has a lower drop rate than SPA. For example, when the sending rate $w$ is set to 12 and the number of attempts $M$ is 10. If there are 5 requests distributing entanglements concurrently, Q-DDCA drops 394 qubits in total while SPA drops 1421. If the number of requests increases to 10, the corresponding result is 2109 with Q-DDCA and 3001 with SPA. Considering that the number of distributed entangled pairs differs between the two algorithms, the drop rate gap will be more significant.

We further examine the EDR for each request and the fairness. As we randomly pick the source and destination nodes, the final throughput of multiple requests should not be identically equal. Thus, instead of standard deviation, we use the coefficient of variation (CV) to measure the EDR difference, which is the ratio of the standard deviation and the average EDR. Fig. 6(a) and Fig. 6(b) show the CV in the 5 (or 10) requests experiment, respectively. The results show that Q-DDCA maintains a more average EDR for each
request. In the 5-requests experiment with \( M = 10 \) and \( w = 30 \), CV is 0.7300 with Q-DDCA while 0.8737 with SPA. In this experiment, the EDR for 5 requests is 875, 100, 977, 214, and 497 when using Q-DDCA. SPA results are 962, 80, 971, 26, and 584. Notice that SPA has two requests that distribute entangled pairs at a slow rate. Compared to these two algorithms, the EDR of the slowest request increases from 26 (SPA) to 214 (Q-DDCA), while the EDR of the faster flows does not increase significantly or even slightly decrease. In most cases, the result obtained by the Q-DDCA algorithm is more balanced and fairer for multiple requests.

1) Discussion: The multiple-requests experiment illustrates that Q-DDCA can still achieve a higher total EDR and lower drop rate than SPA, especially when a proper window per-hop \( w \) is set. Further investigation finds that multiple requests have a smaller EDR difference in Q-DDCA, which indicates much more fairness among multiple concurrency requests.

C. Microscopic Investigation on Resource Allocation

The experiments above study fairness from a global view, and we further investigate how multiple requests use the network resource, especially quantum memories. Ideally, multiple requests should use the network resources equally if they share the same link. Thus, this experiment shows how the resources are allocated to multiple requests, and we also investigate the factors that affect network fairness. However, using a random topology with many requests is not convenient. In this subsection, we reduce the network scale to a fixed dumbbell topology and mainly focus on two requests, as shown in Fig. 7.

In the symmetric dumbbell topology, shown as Fig. 7(a), there are six nodes and two requests. \( u_1 \) will distribute entangled pairs to \( u_5 \) (\( req_1 \)) while \( u_2 \) will distribute entangled pairs to \( u_6 \) (\( req_2 \)). Nevertheless, it is not enough because it is common when two paths have different lengths. Still, in this case, both requests should achieve a similar EDR when other parameters are the same. Therefore, we build the asymmetric dumbbell topology by inserting an extra node between \( u_2 \) and \( u_3 \), as shown in Fig. 7(b).

To illustrate the detailed status of quantum memory used between two requests, we extend the simulation time to 30s. \( req_1 \) starts distributing entangled pairs at 0s and stops at 30s, while \( req_2 \) distributes entangled pairs from 10s to 20s. Also, we fix \( M = 10 \), \( w = 10 \), and 20 quantum memories on every quantum node. Leverage the monitor provided by SimQN, and we can collect the usage of quantum memories on \( u_3 \) every 0.01s. Fig. 7(c) shows the experimental result. At the first and the final 10 seconds, \( req_1 \) fully uses the 20 memories on \( u_3 \). When \( req_2 \) begins to send, \( req_1 \) occupies 9.268 memories and \( req_2 \) uses 10.676 on average. Eventually, \( req_1 \) distributed 4673 entanglements while \( req_2 \) distributes 969 entanglements in total. The result in the middle 10 seconds demonstrates that Q-DDCA can adjust quantum memory usage spontaneously and rapidly, enabling multiple requests to use network resources fairly. In the second round, we reduce the window of \( req_2 \) to 5 and run the same simulation. In this experiment, \( req_1 \) uses 12.490 memories, and \( req_2 \) uses 7.289 memories, respectively, when both requests are distributing entangled pairs at the same time as shown in Fig. 7(d). It illustrates the memory occupation status on \( u_3 \). The result indicates that the memory occupation is close to the window per-hop ratio \( w_1/w_2 = 2 \).

1) Discussion: This evaluation shows that the multiple requests’ sending rate affects the allocation of resources on the shared links. If the requests set their sending rate proportional to the path length, the network will reach fairness, and the resources will be allocated equally to the multiple requests. Otherwise, a larger sending rate will lead the request to occupy more network sources. The results verify our assumption in the experiment’s parameters setting.

VII. CONCLUSION

The critical factor affecting the performance of the quantum network is how to allocate quantum memories and other resources for multiple requests. Centralized control and global time synchronization models are often used to address this issue. However, such a model may bring massive communication and computing overhead and is unsuitable for a large-scale quantum internet. In this paper, we proposed a decentralized hop-by-hop entanglement distribution schema and a decentralized routing algorithm (Q-DDCA) that can probe and avoid network congestion. The main feature of Q-DDCA is the utility function of the expected shortest path according to the network congestion status and the fidelity
bounds that guarantee the fidelity requirement. Those features enable Q-DDCA to adjust the path according to the available network resources and meet the fidelity requirements. We evaluated Q-DDCA using the discrete-event simulator SimQN, built by our research team, and the results show that it could use multiple paths for entanglement distribution and reach a high entanglement distribution rate (107.49% higher than the shortest path algorithm as a classic result). Meanwhile, it can reduce the drop rate, adapt to new requests automatically, and maintain fairness in using network resources.
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