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Abstract—Multipath TCP is designed to utilize multiple network paths to achieve improved throughput and robustness against network failure. These features are supposed to make MPTCP preferable to single-path TCP in mobile networks. However, it fails to achieve the expected performance in practice. A key challenge of using MPTCP in mobile networks is how to effectively spread packets over heterogeneous and unstable network paths to mobile devices with limited buffers. If packets are not sent in an effective way, MPTCP may only provide equal or even lower throughput than single-path TCP. Several packet scheduling algorithms have been designed to tackle this challenge. Unfortunately, they still cannot achieve the expected performance in dynamic scenarios such as mobile networks. In this paper, we propose an Online-Learning Assisted Packet Scheduler (OLAPS) to solve the packet scheduling problem by modeling it as a multi-armed bandit problem. Over time, OLAPS can adaptively learn from current network conditions to make the best scheduling policy to provide the highest possible throughput in a dynamic environment. Moreover, when the inbuilt reward monitor detects the mismatch between network conditions and the learned policy, OLAPS aborts the outdated policy and switches to a new one swiftly. We implement OLAPS as a Linux kernel module and evaluate it over a wide range of ns-3-simulated network conditions. The results show that OLAPS retains MPTCP’s ability to provide higher throughput and also significantly improves the throughput performance of MPTCP when other in-kernel schedulers suffer a dramatic throughput decline.
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I. INTRODUCTION

NOWADAYS, mobile networks carry a significant fraction of the internet traffic, and providing satisfactory transmission service for users over mobile networks has become an urgent and challenging issue. According to Cisco [1], over 70 percent of the global population will have mobile connectivity by 2023, and the number of public Wi-Fi and Wi-Fi 6 hotspots will also rapidly increase. With mobile devices equipped with multiple network interfaces, users can now access the Internet anytime, anywhere with various wireless access technologies such as 4G, 5G, Wi-Fi, and Wi-Fi 6. However, the reliability of mobile networks has been largely overlooked. Frequent network failures [2], user mobility, network congestion, random packet loss, and other issues make the performances promised by the mobile networks unfulfilled.

To provide more stable and efficient transmission service over mobile networks, one feasible method is to concurrently utilize multiple network paths (e.g., Wi-Fi and LTE) between peers. In this way, a connection will not break down because certain network paths fail and can reach higher throughput by spreading data among multiple paths. Such a design is deemed a multipath transport protocol. There have been some transport-layer multipath protocols such as CMT-SCTP [3], multipath QUIC (MPQUIC) [4] and multipath TCP (MPTCP) [5]. Among them, MPTCP, as an extension of the most commonly used TCP, is now an IETF standard [5] and has been adopted by some major smartphone vendors such as Apple, Samsung, and Huawei [6], [7], [8]. With proper configuration, MPTCP can offer performance enhancements such as smoother network handover, resilience to network failures, and aggregated bandwidth of multiple network interfaces [9], [10], [11].

To achieve the enhancements, MPTCP should be configured properly according to network conditions and transmission requirements. The packet scheduler is the most crucial among the configurations. An MPTCP packet scheduler determines the way to distribute data over multiple network paths. Thus, different packet schedulers may lead to distinct transmission performances and should be carefully chosen. For example, managers may use the MinRTT scheduler (a.k.a. the “default” scheduler in the MPTCP Linux kernel [12]) to achieve higher throughput than single-path TCP, or they can use ReMP [13] (a.k.a. the “redundant” scheduler in the kernel) to pursue low transmission latency. Besides, several well-designed schedulers have been proposed to make fine-grained scheduling decisions. For example, BLEST [14] estimates and minimizes potential head-of-line (HoL) blocking in the receive window. ECF [15] estimates the arrival time of packets and sends packets on the path at which they will arrive earlier.

However, one specific hard-wired scheduler can hardly guarantee MPTCP’s performance in the ever-changing network conditions in real-world mobile scenarios. That is because an
optimal scheduling strategy highly depends on the characteristics of the paths being used [16]. Moreover, even in the same network, a scheduler may perform distinctly when the receivers have different buffer sizes. For instance, MinRTT works well in homogeneous networks, but in heterogeneous scenarios, it will cause many out-of-order (OFO) packets that have to be stored in the receivers’ buffer. When the receivers have large buffers, OFO packets may bring some minor effects, such as long reorder delay and high buffer usage. But buffer-limited mobile devices (e.g., smartphones) may suffer dramatic throughput decline because they have to drop some packets when their receive buffers are full. Although schedulers like BLEST are supposed to solve this issue by design, their performances may be unpredictable with changing network conditions and random packet loss.

This paper aims to design an MPTCP scheduler that suits various network scenarios and provides consistently quality-guaranteed transmission service for mobile users. To this end, we propose an Online Learning Assisted Packet Scheduler (OLAPS) for MPTCP to adaptively generate scheduling policies. The proposed OLAPS solves the packet scheduling problem with a lightweight online-learning algorithm in multi-armed bandit (MAB) scenario named UCB1 [17]. In general, the UCB1-based OLAPS can learn a scheduling policy that maximizes the overall throughput overtime without any preliminary knowledge.

Simply adopting the UCB1 algorithm in OLAPS is quite inadequate in our work, and some important issues still need to be addressed. Firstly, we need to design a reward function that can help UCB1 chase high throughput in the context of multipath data transmission. Our designed reward function is based on the instantaneous throughput at both the subflow level and the connection level rather than depending on some inaccurate parameter measurements (e.g., congestion window, round-trip time, loss rate, etc.) in dynamic networks. Secondly, we introduce the actions of sending a certain number of redundant packets to eliminate the negative effects of delayed or lost packets on certain subflows. Thirdly, since UCB1 may lose its effectiveness in dynamic mobile networks, we further design a reward monitoring mechanism, which can precisely detect network changes and restart the learning process to generate a new policy.

We implement OLAPS as a module of MPTCP Linux kernel v0.95 [12] and evaluate it in our semi-physical simulation testbed composed of hosts with OLAPS and ns-3 [18] networks. The results show that OLAPS can adapt to a wide range of network scenarios swiftly and significantly improve MPTCP’s performance in various harsh network scenarios.

The main contributions of this paper are summarized as follows.

- We formulate the complex packet scheduling problem and solve it with a deployable online-learning scheme that adaptively generates better scheduling policies. Specifically, we design an intelligent scheduling agent with a reinforcement learning method in the multi-armed bandit (MAB) scenario. We further design a throughput-driven reward function and introduce different “redundant ratios” as the actions for the agent to pursue high instantaneous throughput.

- Then, we propose a reward monitoring mechanism to avoid the online-learning algorithm failure in dynamic mobile networks and speed up the learning process. This mechanism detects network changes by monitoring the deviation of rewards yielded by each action. When it detects a network change, it restarts the learning algorithm to explore a new optimal policy.

- Based on different online-learning methods, we implement different OLAPS variants as modules for an MPTCP-enabled Linux kernel. Rich experiments are conducted to evaluate OLAPS variants and existing heuristic schedulers in a semi-physical simulation testbed. This testbed combines hosts with actual Linux kernel and controllable ns-3-simulated networks to get realistic and statistically significant results. In the experiments, OLAPS variants show their adaptability and significant improvement of MPTCP’s performances to different network scenarios.

The rest of this paper is organized as follows. In Section II, we briefly introduce MPTCP’s packet scheduling problem and the adversarial bandit problem as its solution. In Section III, we review some state-of-art scheduling algorithms. Then we formulate the packet scheduling problem and present a solution in Section IV. The design and implementation of OLAPS are given in Section V. After that, we discuss some key designs of OLAPS in Section VI. In Section VII, we present our evaluation of OLAPS and its comparison with other in-kernel schedulers. We discuss the limitations of our work as well as our future work in Section VIII. Finally, a conclusion is drawn in Section IX.

II. BACKGROUND AND MOTIVATION

In this section, we first present the overview of MPTCP’s packet scheduling problem. Then, we introduce an online learning approach as a solution. Finally, we discuss the motivation for designing OLAPS.

A. MPTCP and the Packet Scheduling Problem

Multipath TCP (MPTCP) enables a transport-layer connection to operate simultaneously across multiple network paths (or subflows). This is a desirable feature for multi-homed devices in mobile networks because by using multiple subflows concurrently, MPTCP is expected to achieve higher throughput [19], [20] and enhanced resilience to network failures [10], [11]. Besides, MPTCP, as a standardized extension of regular TCP [5], is transparent to both upper and lower layers, which makes it deployable in real networks. However, inappropriate packet schedulers may prevent MPTCP from performing as well as expected [21], [22]. An MPTCP packet scheduler decides on which path a packet should be sent, significantly impacting the final transmission performance [23]. As a result, the proper design of a packet scheduler and which scheduler should be used in different scenarios are urgent issues to be solved.

Several heuristic schedulers have been designed to achieve different goals, such as high throughput, low latency [13], HOL blocking elimination [14], [15], [24], [25], and so on. However, none of these hard-wired schedulers can provide consistent and expected performance under various scenarios.
in real mobile networks [26]. A typical example is Min-RTT, which is designed to achieve higher throughput and lower transmission latency by filling the congestion window (CWND) of the subflow with the lowest round-trip time (RTT) before other subflows in ascending RTT order. It works well with symmetric network paths but has been proven suboptimal otherwise. This is because when paths are asymmetric (e.g., with much different RTT), packets are likely to arrive out-of-order [27], and the receiver needs to queue them in the receive buffer as shown in Fig. 1. This issue is called head-of-line (HoL) blocking, meaning that the early-arrived packets have to wait for stalled packets with lower sequence numbers from a subflow with higher RTT. The HoL blocking issue causes prolonged reorder delay and even packet drop if packets exceed the buffer size limit. In some cases, single-path TCP may even outperform MPTCP due to such an issue, which makes using MPTCP in the real network a risk-taking option. Though schedulers such as BLEST [14] and ECF [15] try to solve this issue, their performances in dynamic network scenarios are still questionable [28].

Given this unsolved issue, MPTCP is usually used in a conservative backup mode. For example, Apple’s devices establish a primary subflow over Wi-Fi and a backup subflow over cellular data. They only use the backup subflow when the primary subflow becomes unavailable [7]. Such a stopgap measure can not give full play to the advantages of MPTCP. In conclusion, the packet scheduling problem has become an obstacle to adopting MPTCP in mobile networks.

B. The Multi-Armed Bandit Problem

To tackle the challenges mentioned above, designing an intelligent scheduler that can adaptively generate suitable scheduling policies is a desired solution. In this article, we formulate the packet scheduling problem as a classic MAB problem [17], [29], [30], [31]. This well-studied problem provides a simple model for the exploration versus exploitation dilemma, which can be described as the search for a balance between exploring the environment to find profitable actions while taking the empirically best action as often as possible. As a result, it is widely used to solve many sequential decision-making tasks.

Generally, in a K-armed bandit problem, a gambler must choose an arm of K-slot machines to play in a sequence of trials. Plays of machine i in trials (t1, t2, . . .) yield rewards (x1(i1), x2(i2), . . .), which are independent and identically distributed according to an unknown law with unknown expectation. A policy is an algorithm that chooses the next machine to play based on the sequence of past plays and obtained rewards. The gambler’s goal is to maximize the summarized reward with a policy that can find a good balance between exploiting the arm with the highest reward currently and exploring the other arms to find a possibly better one.

Given the description, the packet scheduling problem can perfectly suit the framework of the MAB problem. The scheduler can be regarded as the gambler that chooses one of the K scheduling strategies for periods repeatedly during the lifetime of an MPTCP connection. And at the end of each time period, the scheduler calculates the reward of the period with a reward function. A well-designed reward function reflects the performance of the chosen strategy, so the goal of achieving better transmission performance is equivalent to that of maximizing the summarized reward. To maximize the summarized reward, the scheduler also faces the exploration versus exploitation dilemma, just like the gambler in the MAB problem. Therefore, leveraging the solutions for the MAB problem is a good idea to solve the packet scheduling task.

C. The Goals of OLAPS

In this subsection, we present two design goals of OLAPS.

The first goal of OLAPS is to generate adaptive policies in scheduling to achieve the highest possible instantaneous throughput under different network scenarios. Hard-wired scheduling algorithms can hardly perform consistently well in real mobile networks due to dynamic network conditions and buffer-limited mobile devices. Therefore, the ability to generate adaptive policies is a must. On the other hand, high instantaneous throughput guarantees that applications perform well during a complete MPTCP connection. For example, high overall throughput may be suitable for tasks such as file download because a declined throughput over a short period of time may only slightly affect the overall user experience. However, applications like video streaming may suffer from low video resolution or even pauses due to insufficient instantaneous throughput at some point, even though the average throughput is beyond the requirements. To achieve this goal, we formulate the packet scheduling problem as a MAB problem and design an intelligent scheduler based on online-learning methods. Furthermore, we carefully construct the reward function and the actions in such an MAB problem in the context of a transmission process.

However, the online-learning algorithms may suffer a slow convergence when network conditions change abruptly, which may lead to suboptimal scheduling policies during the long convergence time. As a result, the second goal of OLAPS is to respond swiftly to abrupt network changes. Specifically, in an MAB solution, the gambler exploits the highly rewarding arms at the moment. As a result, when the reward distribution behind the slot machine changes, the preferred arms cannot provide high rewards as before. A gambler will randomly choose other arms with a certain probability to explore potential high rewards to avoid such a dilemma. However, he may take a long period to replace the outdated policy with a better one. To solve this problem, OLAPS deploys a network monitor and detects abrupt reward variations, and starts a new epoch of the online learning process when network changes are detected.

We present the details of the design and implementation of OLAPS in Section V, and our evaluation in Section VII shows that achieving these two goals makes OLAPS a competent MPTCP scheduler in mobile networks.
III. RELATED WORK

MPTCP breaks through the bandwidth limit of a single network interface and can provide better resilience to network failures by transferring data to available network paths. However, it also brings challenges that single-path protocols have never met [9],[10],[11]. One of the known issues is that concurrent use of multiple heterogeneous network paths may lead to declined performance. Specifically, packets sent through paths with different conditions may arrive out-of-order, leading to HoL blocking, long reordering delay, and receive buffer occupation. In some cases (e.g., receivers are mobile devices with limited buffer size), MPTCP may even underperform single-path TCP.

To solve this issue, researchers have proposed some packet scheduling algorithms for multipath transport protocols. In the MPTCP Linux kernel [12], there have been some simple schedulers such as round-robin (RR), MinRTT, and ReMP [13]. RR may be the simplest scheduler that evenly sends a packet to all available subflows in turn. It works well if subflows are symmetric but will encounter severe HoL blocking issues otherwise. MinRTT mitigates this issue by preferring the subflow with the lowest RTT. Still, the same issue may happen when it starts to use some slower subflows.

Some other schedulers try to eliminate the HoL blocking issue by making packets traveling through different subflows arrive in order. A common method is to estimate the arrival time of each packet with measurements such as delays and capacities of subflows. For example, DAPS (Delay-Aware Packet Scheduler [32]), a CMT-SCTP extension, makes scheduling decisions according to the one-way-delay and capacities of paths, but it is shown that it generates spurious retransmissions. BLEST (Blocking Estimation [25]) is designed to reduce buffer blocking by skipping a certain currently available path and waiting for a more advantageous path that can offer a lower risk of blocking. Besides, OTIAS (Out-of-Order Transmission for In-Order Arrival Scheduler [24]), ECF (Earliest Completion First [15]), DPSAF (Dynamic Packet Scheduling and Adjusting with Feedback) [33], and STTF (Shortest Transfer Time First) [25] try to estimate the arrival time more precisely by taking queuing delay in the send buffer into consideration. Wei et al. [34] used another approach for precise arrival time estimations by combining the packet scheduling strategy with a certain congestion control algorithm. Despite these efforts, they can hardly provide consistently good performances in some network scenarios [26], [28] because it can be hard to estimate a packet’s arrival time precisely in a dynamic network, and unpredictable random packet loss also makes such estimations unreliable.

There are other schedulers who pursue performance metrics other than throughput. RAVEN [35] is an in-kernel MPTCP scheduler that mitigates tail latency and network unpredictability by using redundant transmission. A recent MPQUIC packet scheduler proposed by Zheng et al. [36] takes the priority of contents into consideration. By leveraging the stream multiplexing feature of MPQUIC, it uses a QoE-driven scheduling design to speed up the loading of certain high-priority contents.

Instead of designing a packet scheduling algorithm, Pokhrel and Mandjies [37] designed a delay-adaptive congestion control algorithm that controls the reordering delay at the receiver by taking into account the loss and delay characteristics of the network paths. Further, they [38] adopted the rent-seeking framework to control the sending rate of each subflow in such a way that packets are more likely to arrive in order.

Though hard-wired heuristic schemes can improve the performance of transmission in some specific cases, they do not have the adaptability to perform consistently well in a wide range of network scenarios. Given the limitation of heuristic methods, many machine-learning schemes are proposed, empowering TCP as well as MPTCP with intelligence to adapt to various scenarios. For example, Pokhrel et al. [39] developed a novel multipath communication framework for Industry 4.0 using an experience-driven Deep Q-Network (DQN), to achieve human-level intelligence in networking automation and orchestration. And to improve the performance of the Internet of Vehicles, a federated learning framework [40] was proposed to enhance TCP performance in networks with unstable RTT and packet loss. Abbassloo et al. [41] used deep reinforcement learning techniques to steer throughput-oriented TCP algorithms and boost the performance of various old and new TCP congestion control algorithms. Huang et al. [42] proposed a distributed Deep Reinforcement Learning (DRL)-based congestion control algorithm to realize objective-oriented resource pooling in MPTCP. Chung et al. [43] designed a machine learning scheme to manage the usage of multiple network paths.

As one of the key components of transmission, machine learning empowering multipath packet scheduling algorithms can also largely improve MPTCP performance. Unlike the hard-wired schedulers above, learning-based schedulers are proposed to generate adaptive policies for various network scenarios. ReLeS [26] is the first learning-based MPTCP packet scheduler. It formulates the multipath packet scheduling problem as a reinforcement learning task and solves the task with asynchronous deep reinforcement learning techniques [44]. Specifically, ReLeS applies DQN to teach the scheduler with data collected from each finished MPTCP connection. Though ReLeS can achieve great performance with a well-trained neural network, the need for training data and the overhead of training a DQN make its wide deployment a challenge. Wu et al. [28] presented a learning-based scheduling algorithm named Peekaboo for MPQUIC, which tackles the scheduling problem using an online learning method based on contextual MAB theory [45]. Peekaboo decides to skip some available paths and wait for a more advantageous one using LinUCB algorithm [46]. Though ReLeS [26] and Peekaboo [28] are the most relevant work for OLAPS, they are quite different and are not mutually comparable. Specifically, ReLeS needs a neural network that is well-trained offline, while OLAPS is an online-learning method that needs no training data. And Peekaboo is an MPQUIC scheduler that chooses the best subflow to send a packet, while OLAPS is an MPTCP scheduler that decides to send which kind of packets (redundant or not). Therefore, we did not choose these two schedulers for comparison since it does not help evaluate OLAPS.

In this paper, our design of OLAPS is based on MPTCP because this IETF standard protocol has been adopted by many vendors, and it is now an integral part of 5G mobile networks as a standard feature of 3GPP Release 16 [47]. Also, since
MPTCP is a Linux kernel module, OLAPS can run on any MPTCP-enabled Linux kernel for testing.

IV. PROBLEM FORMULATION AND A SOLUTION

A. Overview

We describe the multipath packet scheduling problem in the multi-armed bandit problem framework [29] in this section. In this paper, a multipath packet scheduler is regarded as a gambler, and different scheduling policies are the arms of slot machines to pull. The scheduler gets packets from an application and chooses one of the \( K \) scheduling strategies. After choosing a certain strategy (just like pulling a certain arm), the scheduler sends packets to multiple network paths for a scheduling interval, following the chosen policy and gets acknowledgments (ACKs) from the receiver afterward. Then the scheduler can calculate the throughput in this interval and takes it as the reward of the chosen strategy. The goal of the scheduler is to reach the maximum throughput possible.

B. Formulation of Multipath Packet Scheduling Problem

We divide time into a series of intervals, called scheduling intervals (SIs), and an epoch contains several SIs. There may be several epochs in the duration of a complete MPTCP connection. In each SI, the scheduler takes one of the \( K \) possible actions stochastically, where each action is denoted by an integer \( 1 \leq i \leq K \). Only after an action is taken, the scheduler gets an assignment of rewards, which is an infinite sequence \( x(1), x(2), \ldots \) of vector \( x(t) = (x_1(t), \ldots, x_K(t)) \) where \( x_i(t) \in [0, 1] \) denotes the reward obtained if the scheduler takes action \( i \) at time step (or “trial”) \( t \). We further assume that the scheduler only knows the rewards \( x_1(t), \ldots, x_K(t) \) of the previously chosen actions \( i_1, \ldots, i_t \). The rewards of an action \( i \) are independent and identically distributed according to an unknown law with unknown expectation \( \mu_i \).

Denote \( A \) as a bandit algorithm that chooses the next machine to play based on the sequence of past plays and obtained rewards. And let \( T_j(n) \) be the number of times action \( i \) has been taken by \( A \). Then the regret of \( A \) after \( n \) trials is defined by

\[
\mu^* n - \mu_j \sum_{j=1}^K \mathbb{E}[T_j(n)],
\]

where \( \mu^* \overset{\text{def}}{=} \max_{1 \leq i \leq K} \mu_i \) and \( \mathbb{E}[\cdot] \) is the expected value.

C. An Online Learning Solution

Given the problem we describe above, we adopt the UCB1 algorithm proposed by Auer et al. [17] as the base of our scheduler. In this section, we introduce the UCB1 algorithm.

As shown in Algorithm 1, on each trial, UCB1 takes an action \( i \) that maximizes the sum of two terms. The first one is simply the average of action \( i \) so far. The second term is related to the size (according to Chernoff-Hoeffding bounds) of the one-sided confidence interval for the average reward and the true expected reward of the action falls within it with overwhelming probability. According to Auer et al. [17], for all \( K > 1 \), if UCB1 is run on \( K \) machines having arbitrary reward distributions \( P_1, \ldots, P_K \) with support in \([0, 1]\), then its expected regret after any number \( n \) of trials is at most

\[
8 \sum_{i: \mu_i < \mu^*} \left( \frac{\ln n}{\mu^* - \mu_i} \right) + \left(1 + \frac{\pi^2}{3} \right) \sum_{j=1}^K (\mu^* - \mu_j),
\]

where \( \mu_i \) is the expected values of \( P_i \) and \( \mu^* \) is any maximal element in the set \( \mu_1, \ldots, \mu_K \).

In the next section, explain how UCB1 is actually used in packet scheduling process, and describe our design of the reward function and actions in the MAB problem to UCB1 work as a multipath packet scheduler.

V. ONLINE LEARNING ASSISTED PACKET SCHEDULER: DESIGN AND IMPLEMENTATION

A. Overview

In this section, we present our design and implementation of the Online-Learning-Assisted Packet Scheduler (OLAPS) for MPTCP. As shown in Fig. 2, OLAPS includes a UCB1-based online learning agent, a reward monitor, and a packet scheduler to achieve the goals to be discussed in Section II-C. The UCB1-based online learning agent (or UCB1 agent for short), as its name implies, runs the UCB1 algorithm to generate a scheduling policy, which is about choosing a “redundant ratio” for the current scheduling interval (SI). Then the agent collects helpful information from the acknowledgments (ACKs) and optimizes its policy. Then the packet scheduler makes the final scheduling decisions: It finds a subflow with the lowest RTT and sends a duplicated or non-duplicated packet to it according to the chosen redundant ratio. Meanwhile, the reward monitor detects abrupt network changes and intervenes in the learning process of the agent for faster convergence.

At the beginning of each SI \( t \), the UCB1 agent choose a “redundant ratio” \( p_i \) among \( K \) given options (i.e., \( p_1, \ldots, p_K \)). The redundant ratio determines the amount of duplicated packets sent on different subflows. Generally speaking, a smaller redundant ratio means sending fewer duplicated packets, which is a more aggressive policy that chases high throughput by aggregating bandwidth from multiple subflows. On the contrary, a larger redundant ratio means more packets are sent redundantly on all subflows, which is a more conservative
throughput can be a good indicator. Since modeling MPTCP’s performance of the previously chosen action, and the reward function to directly reflect the problem, and we need to properly design the reward function.

We expect the reward function to be adaptively aggregated, which will unreasonably increase the rewards of such actions. To solve this issue, instead of using sub_thp_s(t), we calculate the reward as

\[ x_i(t) = \frac{\text{meta_thp}(t)}{\sum_{s=1}^{N} \text{sub_thp}_s(t)}, \]

where meta_thp(t) denotes the throughput of the “meta socket” (i.e., the overall throughput of the MPTCP connection) in current SI t, and likewise, sub_thp_s(t) denotes the throughput of subflow s of all N subflows. A higher reward indicates that the chosen action can effectively aggregate the capacities of multiple subflows and finally achieve higher throughput. When meta_thp decreases because of network congestion or failure that happens on certain subflows, an optimal action can still get a high reward because the denominator also decreases.

However, the sub_thp_s in Eq. 3 is still not well-defined. We notice that when inappropriate actions are taken, the throughput of subflows in the SI will sometimes decline due to dropped packets in receive buffer, which will unreasonably increase the rewards of such actions. To solve this issue, instead of using sub_thp_s(t), we calculate the reward as

\[ x_i(t) = \frac{\text{meta_thp}(t)}{\sum_{s=1}^{N} \max_{\tau \in [t-T,t]} (\text{sub_thp}_s(\tau))}, \]

where \( \max_{\tau \in [t-T,t]} (\text{sub_thp}_s(\tau)) \) denotes the maximum throughput of subflow s within a time window T.

**Action:** When the UCB1 agent is expected to take action, it chooses one of the K redundant ratios, i.e., \( p_i = \frac{i}{K-1} \), where integer \( i = 1, \ldots, K \), and integer \( K \geq 2 \). Then, a chosen redundant ratio \( p_i \) is applied in the current SI, which means \( p_i \) of all packets sent through a subflow should also be sent on other subflows.

The ability to send redundant packets is quite useful for MPTCP schedulers for two reasons. First, sending redundant packets avoids the impact of lost or delayed packets on subflows with poor conditions since their duplicates can arrive at the receiver safely through other subflows. Second, by sending packets on all available subflows, schedulers can get enough feedback to keep their knowledge of the subflows up-to-date. More discussions on the actions of OLAPS are given in Section VI.

**C. The Reward Monitor**

The UCB1 agent itself is not very efficient when dealing with dynamic network environments or networks with random loss. According to Auer et al. [17], the UCB1 algorithm assumes that the K machines have arbitrary reward distributions. However, in mobile networks, the reward distributions may easily change due to the dynamic nature of the networks. To understand why UCB1 is not suitable for mobile networks, simply consider the average reward of action \( i (\bar{x}_i \text{ in Algorithm 1}) \). When the distribution of action \( i \) changes due to network fluctuations, the \( \bar{x}_i \) can hardly represent the expected reward. Then, the UCB1-based agent will consequently generate suboptimal policies.
Algorithm 2 Reward Monitor

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>α ∈ (0, 1), mul, thr, n</td>
<td>Parameters for the UCB1 algorithm</td>
</tr>
<tr>
<td>Initialization</td>
<td>set ( srwd = rwd ) and ( dev = 0.5 \times rwd )</td>
</tr>
</tbody>
</table>

Function CheckReward(rwd, i):

1. For each obtained reward of action i:
2. if within the first n trails then
3. \( dev = (1 - \alpha) \times dev + \alpha \times abs(rwd - srwd) \)
4. return
5. if rwd > arwd + mul \times dev then
6. if cnt < 0 then
7. \( cnt = 0 \)
8. \( cnt = cnt + 1 \)
9. if rwd < arwd−mul \times dev then
10. if cnt > 0 then
11. \( cnt = 0 \)
12. \( cnt = cnt - 1 \)
13. \( dev = (1 - \alpha) \times dev + \alpha \times abs(rwd - srwd) \)
14. if abs(cnt) > thr then
15. # Restart the UCB1 algorithm
16. Restart UCB1()
17. # Initialize the monitor again
18. Do Initialization()

To solve this issue, we design a reward monitor to intervene in the UCB1 algorithm externally. The monitor follows Algorithm 2 and is triggered by every reward for each action. The reward monitor maintains a smoothed absolute deviation (dev) between the current reward sample rwd and the average reward arwd. When there are thr number of reward samples that deviate a lot from the average reward, the monitor resets the UCB1 agent by starting a new epoch of the UCB1 algorithm, which means setting \( r_{new} = p_{\text{red}} \times \text{CWND} \) and \( new\_quota = \text{CWND} - r_{new} \) then

Send a redundant packet.

Send a normal packet.

return the packet

Function GetReward():

Get the throughput of at connection level \((\text{meta}\_\text{thp}(t))\).

Get the throughput of each subflow \( s \) \((\text{sub}\_\text{thp}_s)\).

Get a reward \( (\text{rwd}) \). # with Eq. 4

CheckReward(rwd) # Algorithm 2

return rwd

Function AtSndingPkt():

if current SI is ended or for initialization then

Start a new SI.

Take action \( i \) following UCB1 in Algorithm 1.

Redundant ratio \( p_{\text{red}} = \frac{i-1}{K-1} \) for the SI.

end

subflow = SubflowSelection()

packet = PacketSelection(p_i)

Send the packet to the subflow.

Collect information to calculate the rewards.

Function AtRcvingPkt():

Collect information to calculate the rewards.

End the SI if time is up.

if current SI is ended then

\( rwd = \text{GetReward()} \)

Update the UCB1 parameters following Algorithm 1.

end

Algorithm 3 OLAPS

Function SubflowSelection():

# Adopt MinRTT

find an available subflow with the lowest RTT

return subflow

Function PacketSelection(p_i):

if red_quota == 0 and new_quota == 0 then

\( \text{red\_quota} = p_i \times \text{CWND} \)

\( \text{new\_quota} = \text{CWND} - \text{rwd} \)

end

if red_quota > 0 then

Send a redundant packet.

\( \text{red\_quota} = \text{red\_quota} - 1 \)

else

Send a normal packet.

\( \text{new\_quota} = \text{new\_quota} - 1 \)

end

return the packet

Function GetReward():

Get the throughput of at connection level \((\text{meta}\_\text{thp}(t))\).

Get the throughput of each subflow \( s \) \((\text{sub}\_\text{thp}_s)\).

Get a reward \( (\text{rwd}) \). # with Eq. 4

CheckReward(rwd) # Algorithm 2

return rwd

Function AtSndingPkt():

if current SI is ended or for initialization then

Start a new SI.

Take action \( i \) following UCB1 in Algorithm 1.

Redundant ratio \( p_{\text{red}} = \frac{i-1}{K-1} \) for the SI.

end

subflow = SubflowSelection()

packet = PacketSelection(p_i)

Send the packet to the subflow.

Collect information to calculate the rewards.

Function AtRcvingPkt():

Collect information to calculate the rewards.

End the SI if time is up.

if current SI is ended then

\( rwd = \text{GetReward()} \)

Update the UCB1 parameters following Algorithm 1.

end

D. The Overall OLAPS Implementation

Finally, we put all the components together and describe how they assist the packet scheduler in making final scheduling decisions. OLAPS is described in Algorithm 3. When two hosts initiate an MPTCP connection, OLAPS also starts to decide which subflow each packet will be sent on by following the guidelines of the UCB1 agent. OLAPS divides the lifetime of the MPTCP connection into many time periods, named scheduling intervals (SIs). At the beginning of each SI, OLAPS chooses a redundant ratio using the UCB1 algorithm, and then in this SI, OLAPS schedules packets according to the chosen policy and collects useful information from the packets and acknowledgments as the hosts communicate with each other. Finally, at the end of this period, OLAPS calculates the reward of the chosen action and updates the parameters of the UCB1 algorithm. Then it starts a new time period and repeats the above steps until the connection is closed.
To be specific, at any moment the MPTCP connection wants to send a packet, OLAPS runs `AtSndingPkt()`. OLAPS starts an SI by choosing a redundant ratio with the UCB1 agent. During the period, OLAPS first finds the subflow with the shortest round-trip time and an open congestion window. Then it decides whether the next packet sent on the subflow should be duplicated or not. To this end, OLAPS checks its congestion window size and the redundant ratio. A redundant ratio $p_i$ indicates that to fill the $cwnd_s$-sized congestion window of each subflow $s$, OLAPS should firstly fill in $p_i \times cwnd_s$ number of duplicated packets that have been scheduled to other subflows, then fill the rest of the window with non-duplicated packets. OLAPS collects information such as the sequence number of packets and current time stamps from all subflows as well as the MPTCP connection. Therefore, OLAPS knows the exact time when an SI starts and how many bytes are sent during this SI.

Similarly, when the connection receives a packet, OLAPS runs `AtRcvingPkt()`. It records the acknowledged sequence number and updates the time stamp. When the lifetime of the current SI is up (the lifetime is three times the maximal RTT of all subflows), OLAPS calculates the reward for the chosen action and advances the UCB1 algorithm to the next trail. OLAPS repeatedly runs until the connection is closed. Specifically, to calculate the reward, the agent has to calculate the throughput of the MPTCP connection and each subflow (lines 21, 22 in Algorithm 3). In `AtSndingPkt()`, OLAPS can record the sequence numbers of the first and last transmitted packets and the timestamp at their sending and acknowledgment within an SI (line 39). By dividing the offset of the sequence numbers (i.e., the number of transmitted bytes) by the offset of the first sending timestamp and the last acknowledgment timestamp (i.e., the actual transmission time), we get the throughput. Since the packet sequence spaces at the MPTCP connection and subflow levels are separate, OLAPS can get the throughput at both levels to calculate the reward following Eq. 4.

Each MPTCP connection runs an individual OLAPS, and no modification is needed on the client side. Furthermore, since it is an online learning solution, no data is needed for training in advance. Leveraging the pluggable architecture for the packet scheduler [48] in the MPTCP Linux kernel [12], OLAPS is implemented as a kernel module with over 1000 lines of C code. The parameters and their typical values in the OLAPS implementation are summarized in Table I.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Note</th>
<th>Typical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_l$</td>
<td>duration of a scheduling interval</td>
<td>$3 \times$ the maximal RTT</td>
</tr>
<tr>
<td>$K$</td>
<td>the number of actions (Algorithm 3)</td>
<td>3</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>smooth deviation (Algorithm 2)</td>
<td>0.125</td>
</tr>
<tr>
<td>$mul$</td>
<td>to check reward (Algorithm 2)</td>
<td>3</td>
</tr>
<tr>
<td>$thr$</td>
<td>the threshold of the reward monitor (Algorithm 2)</td>
<td>6</td>
</tr>
<tr>
<td>$r$</td>
<td>the number of trails without triggering reset (Algorithm 2)</td>
<td>$15 \times K$</td>
</tr>
</tbody>
</table>

In this section, we discuss the key designs in OLAPS.

### A. The Throughput-Driven Reward Function

In Section V-B, we present a “throughput-driven” reward function for the online-learning agent. The reason to use instantaneous throughput (i.e., the throughput in a short period or SI) as the component of the reward function is that it properly reflects the performance of the chosen action. Compared with the reward functions that are related to an extended period (e.g., discounted throughput [28] or average throughput), our design mainly focuses on the short-term performance of the scheduler in order to achieve swift scheduling policy adjustment in changing environments. As a result, such a design is more suitable for mobile network scenarios.

Another type of reward function tries to model the transmission performance with measurements such as RTT, packet loss rate, receive buffer size, congestion window, and so on. Such designs may cut down the reward when RTT and loss rate is high in order to avoid using network paths with bad conditions, which is a feasible approach according to previous work [26], [50]. However, these designs are unsuitable for OLAPS since OLAPS does not avoid using “bad” network paths. Instead, OLAPS sends redundant packets to them. Besides, it is hard to determine a precise relationship between the performance of an action and the measurements because the mobile network is a sophisticated and dynamic system. Worse still, the measurements can be inaccurate in this kind of dynamic environment and are unstable in a short period, such as in an SI.

Finally, we choose a reward function in the form of Eq. 4 for OLAPS, which can yield the rewards that reflect how the currently chosen action affects the instantaneous throughput of the MPTCP connection without using inaccurate measurements. In this way, OLAPS can generate optimal scheduling policies adaptively based on the rewards, which are highly affected by some specific factors, such as receive buffer size and network conditions. For example, when dealing with highly asymmetric network paths, the function may yield low rewards if the receiver has a limited buffer size that can be easily overflowed by out-of-order packets, leading to throughput reduction. Meanwhile, in the same network scenario, the function can also yield high rewards when the receive buffer is large enough to store the out-of-order packets.

### B. The Actions

The actions of OLAPS are different in redundant ratios, which means sending a certain fraction of redundant packets on all other subflows. By deciding to take lower or higher redundant ratios, OLAPS basically chooses to act more like MinRTT or ReMP. Choosing a scheduling policy that performs
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the best under current network conditions can be a great improvement for MPTCP’s overall transmission performance.

Intuitively, sending redundant packets will waste precious network resources and will finally cause low throughput. Thus choosing a lower or even zero redundant ratio (i.e., acting more like MinRTT) should be the best choice. That is true when the network paths are symmetric, or the receiver has a large enough buffer. However, when the subflows are asymmetric, e.g., with different RTTs, loss rates, and bandwidths, packets from different subflows may arrive out-of-order and occupy the limited receive buffer, which may lead to HoL blocking and finally cause buffer overflow for buffer-limited devices. These issues not only affect a single subflow that suffers harsh network conditions. What is worse is that the dropped or delayed packets from a certain subflow may adversely affect other well-behaved subflows, making MPTCP underperform single-path TCP in some cases.

Sending a certain amount of redundant packets, i.e., acting more like ReMP, can mitigate such an issue. That is because delaying or losing redundant packets will not affect the overall transmission performance of the MPTCP connection if they can be recovered with their copies from other subflows. Especially when all packets are sent redundantly to all subflows, OLAPS behaves just like ReMP. In this case, delayed or lost packets on the subflows can be replaced with their redundant copies from other subflows so that the subflows with high delay and packet loss will not affect the transmission of other subflows. As a result, the throughput of MPTCP is determined by the highest throughput among all subflows. Since the subflows send the same data and do not impact each other, they behave just like single-path TCP flows. Therefore, we can say that properly sending redundant packets avoids the cases in which MPTCP underperforms single-path TCP and can highly improve the overall throughput of MPTCP in asymmetric network scenarios with packet loss.

One may argue that a scheduler should stop sending packets on the subflows with high RTT or high loss rates instead of sending redundant packets. It can be a good choice if the objective is reducing energy consumption or saving mobile data usage. However, to improve transmission performance, sending redundant packets is a better choice. Firstly, the redundant packets can be used to detect network changes so that MPTCP can react to network changes in time. Specifically, MPTCP collects information about the network paths (e.g., transmission delay or packet loss) by sending packets and receiving acknowledgments. The information is crucial in MPTCP’s congestion control and packet scheduling mechanisms. If MPTCP sends no packets or not enough packets to a subflow, there may not be enough information for MPTCP to know about its current network conditions timely, which may result in inappropriate utilization of the network resources. Secondly, redundant packets can improve the robustness of MPTCP transmission: If a packet is lost or delayed, it can be recovered soon with its redundant copies from other subflows. Redundant packets largely shorten the time needed to recover a packet compared with packet retransmissions which need to be triggered with extra communications between hosts.

C. Dealing With Dynamic Networks

In UCB1, we assume that the rewards of a certain arm follow an unknown distribution, but such an assumption may not always hold in dynamic scenarios. Therefore, it becomes a limitation to use the UCB1 algorithm in wireless networks with ever-changing conditions. A fundamental solution to this issue is to remove the assumption of the fixed distribution behind each arm. By doing so, we can formulate the packet scheduling problem as a non-stochastic MAB problem (or adversarial bandit problem).

Unlike the basic MAB problem mentioned above, the non-stochastic MAB problem makes no statistical assumption about the rewards of the slot machines [29]. It thus suits the use cases where the rewards are difficult or impossible to be modeled by an appropriate statistical assumption. Obviously, scheduling packets over multiple dynamic network paths is one of these sophisticated use cases. In this typical scenario, although we can get measurements such as RTT, packet loss rate, and congestion window size of subflows, it is still hard to determine the right statistical assumptions for the relationship between these measurements and the rewards (i.e., the throughput of an MPTCP connection).

Exp3 is an effective solution for the adversarial bandit problem [29]. Generally speaking, Exp3 will still explore other arms even after it has found the best arm that yields the highest rewards currently. Such behavior makes it more suitable for cases where the reward distributions of arms are uncertain (typically in dynamic network scenarios) but also causes shortcomings such as slower convergence and less exploitation of the best arm. Although compared with UCB1, Exp3 seems to be a better algorithm for MPTCP packet scheduling in dynamic mobile networks, its shortcomings reduce the actual transmission performance. Finally, we choose UCB1 instead of Exp3 in OLAPS for two reasons: 1) It makes OLAPS take a shorter time period to learn an optimal policy, which makes it timely determine and fully exploit a proper action. Thus UCB1-based OLAPS can achieve higher throughput than the Exp3-based variant; 2) With the help of the reward monitor, UCB1-based OLAPS can also swiftly switch to a new policy when the network changes, which removes the limitation of the assumption of “fixed distribution for each arm” in a stochastic MAB problem.

We implement both the UCB1-based and Exp3-based OLAPS for performance evaluation in Section VII, and we thoroughly make performance comparisons about the two algorithms in different network scenarios.

D. MPTCP Connections With More Than Two Subflows

The design and evaluations of OLAPS focus on the cases in which each MPTCP connection includes two subflows. That is because OLAPS is designed to be used in today’s mobile networks, where devices are most commonly equipped with two network interfaces (i.e., LTE and Wi-Fi).

When there are more than two subflows in a connection, OLAPS can still function properly. However, the scheduling policy derived by the learning agent may be inefficient. For example, when there are two subflows with good network conditions, and another subflow runs on an ill-conditioned network path (e.g., with high delay or packet loss), OLAPS may send more redundant packets to all three subflows. Such a policy prevents the ill-conditioned subflow from hurting the overall performance, but it is inefficient: sending redundant packets on the two “good” subflows is a waste of the goodput.
In a word, ill-conditioned subflows may hurt the overall efficiency. Such an issue can be solved easily with a “patch” as follows:

When there are more than two subflows in an MPTCP connection, OLAPS will exclude the ill-conditioned subflows from the scheduling process. That means OLAPS will not send any packet to these subflows, and the online learning agent will not take them into consideration. This way, the redundant packets that should have been sent to eliminate the negative effects of delayed or lost packets on the ill-conditioned subflows are no longer necessary. Instead, since the subflows still included in the scheduling will be in good network conditions, the agent will learn a policy that sends fewer redundant packets for higher overall throughput and efficiency.

OLAPS can identify the ill-conditioned subflows by leveraging the collected information (e.g., acknowledged and unacknowledged packets, round-trip time, lost packets, etc.). Note that collecting the information is a part of OLAPS in itself (for reward calculation), and the information can be easily collected when sending packets and receiving acknowledgments. Then, when the round-trip time and the packet loss rate of a subflow exceed predefined thresholds (e.g., 150 ms and 0.2), this subflow is considered ill-conditioned. OLAPS then excludes the ill-conditioned subflows from the online learning process until there are no ill-conditioned subflows or only two subflows left.

This patch improves the efficiency in scenarios of more than two subflows without significant modifications to the design of OLAPS.

VII. EVALUATION IN THE TESTBED

A. The Semi-Physical Simulation Testbed

In this section, we describe our semi-physical simulation testbed consisting of real hosts and ns-3 simulated networks. ns-3 [18] is a popular network simulator that can simulate various kinds of networks in a bottom-up manner. One of its features is the ability to create a simulated network that can be driven by “real” hosts, which provides many conveniences in the evaluation of OLAPS. On the one hand, since the hosts run real Linux kernels, it is much easier and more convincing to compare our scheme with other existing scheduling algorithms over an actual Linux network stack than in a simulated network stack. On the other hand, we can operate repeatable experiments in the simulated networks to draw statistically significant conclusions and avoid the effects of random events, which is nearly impossible to achieve in real networks. Besides, thanks to the powerful features of ns-3, we can create networks with different bandwidths, one-way-delay (OWD), and packet loss rate and also simulate the network failures in a real wireless environment, which brings much facticity to the experiments.

A typical topology of the testbed is presented in Fig. 3. To be specific, ns-3 can handle real network traffic using the tap-bridge module, which connects the real Linux network bridges to the tap devices used by ns-3 scripts. Since the tap-bridge module only supports CSMA and Wi-Fi devices in ns-3 modules, we add a CSMA channel to connect the two hosts. The CSMA channel has a very high data rate and brings no extra delay, and thus it brings little effect on the overall performance. Furthermore, we add a P2P channel to bring in extra OWD or packet loss to explore the performance in network scenarios with heterogeneous conditions and packet loss. Finally, we use a Wi-Fi channel to connect the two hosts, which is the actual bottleneck of the whole link, to support our experiments in mobile scenarios. Finally, we send ssh command from a controller to launch the server, the client, and two ns-3 scripts simultaneously.

When launching an experiment, the ns-3 scripts build two simulated networks and the server, and the client establishes an MPTCP connection with two subflows with the iperf3 [51] application. Even though two simulated networks share the same wireless access components in ns-3, they can be totally different if we tune the ns-3 module with different parameters. In the following parts of this section, we leverage the ns-3 Wi-Fi module and set different one-way-delay (OWD), random loss rate, and user distance to access point (AP) for the two different wireless networks in Fig. 3. Furthermore, we also limit the receiver buffer size to evaluate whether OLAPS works well for different network devices. We give the parameter settings of each set of experiments.

B. OLAPS Performs Consistently Well in Heterogeneous and Lossy Networks

In this section, we compare the performance of UCB1-based and Exp3-based OLAPS (denoted as OLAPS-UCB1 and OLAPS-Exp3 respectively), as well as other existing schedulers in the MPTCP Linux kernel, i.e., MinRTT, ReMP, and Round-robin (RR). The experiments include scenarios with homogeneous and heterogeneous network paths, as well as scenarios with or without packet loss. Specifically, we use ns-3’s default settings for the 5 GHz Wi-Fi channel with 802.11n standard in the simulated network #1 and #2, and we also introduce extra OWD or packet loss for the P2P channel in the network #2. These experiments aim at exploring the performance of OLAPS and other schedulers and showing how OLAPS provides consistently good performance in almost all scenarios. Collectively, OLAPS-UCB1 and OLAPS-Exp3 are sometimes referred to as OLAPS variants in this section.

1) Paths With Different RTTs: We introduce extra OWD in the network #2 and compare OLAPS with other schedulers. The experiment repeats eight times under the same network scenario, and the average throughput of the MPTCP connections per second is presented in Fig. 4. The overall average throughput gain over ReMP is shown in Fig. 5. The throughput gain over ReMP of a scheduler means that we divide the throughput of the scheduler by the throughput of ReMP.

The top layer of Fig. 4 shows the instantaneous throughput where the paths are totally symmetric (i.e., no extra OWD nor
loss rate is introduced). When the receive buffer is strictly limited to 30 KB (Fig. 4a), RR outperforms all other schedulers because it evenly utilizes two subflows, and no HoL blocking issue is encountered. Because MinRTT and OLAPS choose to fill the CWND of one specific subflow, they create queuing delay at that subflow’s send buffer. That means packets with higher sequence numbers may arrive earlier from another subflow (i.e., HoL blocking happens). The result shows that a small buffer is vulnerable to HoL blocking.

As the receive buffer enlarges, MinRTT catches up with RR in symmetric scenarios and shows its superiority when the networks are asymmetric. However, both of them require larger buffer sizes to maintain their high throughput and underperform ReMP when higher OWD is introduced. As shown in Fig. 4b and Fig. 4c, 50 KB receive buffer is enough for MinRTT and RR to achieve the highest possible throughput in symmetric networks (2 times of the throughput that ReMP can achieve). However, in asymmetric scenarios (i.e., with an extra 40 ms OWD), MinRTT and RR suffer severe throughput decline.

In the bottom graph of Fig. 4a and Fig. 4b, neither RR nor MinRTT can keep the throughput improvement feature of multipath transmission, and their throughput is even lower than what the most conservative ReMP provides. Note that in these cases, the performance of ReMP can be considered equivalent to the best performance among all single-path TCP running on the same network paths. This means MPTCP may benefit mobile devices with large buffers or in symmetric network conditions but may sometimes negatively affect the transmission performance of buffer-limited devices in asymmetric networks, which is not uncommon in real mobile networks.

However, both OLAPS-UCB1 and OLAPS-Exp3 can provide consistently good transmission performance no matter how asymmetric the different network paths are and/or how limited the receive buffer is. With the online-learning methods, OLAPS can effectively generate different optimal scheduling policies under different network conditions. Specifically, it tries to aggregate bandwidth from multiple subflows to provide higher throughput as much as possible. The average throughput gains of OLAPS-UCB1 and MinRTT in homogeneous network scenarios in Fig. 5 are very similar, i.e., 1.75× and 1.77×, respectively. Moreover, it will fall back to a conservative policy to send redundant packets when it notices that the policy of aggregating bandwidth in such a harsh network scenario may eventually lead to a lower throughput compared with a single TCP flow. As shown in Fig. 5, MinRTT and RR underperform the ReMP scheduler in heterogeneous network scenarios, but OLAPS never does. In the cases where MinRTT suffers heterogeneous network paths, OLAPS-UCB1 eliminates dramatic throughput degradation and provides up to 1.29× the throughput of MinRTT. This result illustrates that there is no need to worry that MPTCP with OLAPS will underperform single-path TCP, which can be a significant motivation for deploying MPTCP.

It is worth mentioning that, in some cases, OLAPS does not provide the highest throughput. That is because the online-learning agent needs sufficient time to learn the optimal policy and will explore the actions that may lead to a suboptimal transmission performance.

OLAPS-UCB1 outperforms OLAPS-Exp3 in having a shorter convergence time and achieving up to 1.12× the throughput. The reason is that the Exp3 algorithm will always explore the suboptimal actions even when there is one action that provides the highest throughput. Meanwhile, UCB1 always sticks to such action after it has done enough explorations. But when several actions yield similar rewards, UCB1 will explore more suboptimal actions to find out the best action finally.

2) Lossy Scenarios: We also conduct experiments to explore different performances of OLAPS with packet loss
by introducing a random packet loss rate in the P2P channel of network #2. We repeat eight runs for each scheduler in each scenario, and the results are shown in Fig. 6. Likewise, we present the throughput gain over ReMP instead of the actual value of throughput for easy reading. Specifically, the average throughput of ReMP shown in Fig. 6a and Fig. 6b are 4.24 mbps and 4.02 mbps, respectively.

Fig. 6 illustrates that MPTCP with OLAPS is still a safe bet when random packet loss happens. That is, when sending non-duplicate packets on paths is an effective strategy, OLAPS can learn such a strategy and achieve higher throughput than ReMP. And when the lost and delayed packets on a subflow cause a dramatic decline in the transmission performance, OLAPS can learn a conservative policy that sends packets redundantly on both paths. Since the losses of redundant packets on a subflow will not affect the overall transmission, OLAPS can still achieve the same throughput as ReMP. On the contrary, MinRTT and RR suffer a great decline in throughput. Though they can achieve higher throughput than OLAPS when no extra OWD is introduced, their throughput dramatically drops to less than 0.5 times compared with what ReMP provides with 40ns OWD and 0.2 random loss rate.

The results show that OLAPS-UCB1 is the best choice from a comprehensive perspective. In Fig. 6a, OLAPS-UCB1 outperforms MinRTT and RR by achieving 1.46× and 2.40× more throughput, respectively, on average of all network scenarios in the evaluations. Though ReMP achieves the highest average throughput in this case, OLAPS-UCB1 achieves a very close 98.7% of ReMP's average throughput. In Fig. 6b, OLAPS-UCB1 outperforms MinRTT and RR by achieving 1.34× and 1.75× more throughput, respectively, and achieves the highest average throughput, which is 1.11× higher than second place ReMP.

Comparing the two variants of OLAPS, OLAPS-UCB1 outperforms OLAPS-Exp3 in most cases. When a certain action yields a much higher average reward than others, UCB1 can fully exploit such an action. Exp3, however, will keep exploring other actions since it assumes the reward distributions may change anytime. Averagely, OLAPS-UCB1 provides 1.12× and 1.13× throughput than OLAPS-Exp3 as shown in Fig. 6a and Fig. 6b, respectively.

In general, the two OLAPS variants may not be able to achieve the highest throughput all the time as they need to explore the actions that may lead to suboptimal transmission performance. However, in exchange, OLAPS holds high adaptability to various network scenarios and can take proper actions with a high probability, which makes OLAPS the best choice.

C. Fast Convergence in Dynamic Networks

Abrupt network change and user mobility are common in mobile networks, and an important criterion for learning-based methods is the convergence time to switch to a stable new policy when the environment changes. As a result, we conduct experiments to evaluate our OLAPS variants in changing environments. Since the reward monitor in OLAPS is supposed to shorten the convergence time of OLAPS, we compare the performances of OLAPS-UCB1 and OLAPS-Exp3 with or without the reward monitor. “OLAPS-UCB1 w/o Monitor” and “OLAPS-Exp3 w/o Monitor” denote the related OLAPS variants without the reward monitor.

We design two kinds of ns-3 networks to simulate the network change and user mobility scenarios, respectively.

1) Abrupt Network Change: In this experiment, we launch an MPTCP connection for 320 seconds and change the network conditions after 100 seconds. All the experiments start with no extra OWD nor random loss rate. Then after 100 seconds, we introduce an extra 30ms OWD in network #2 for the first set of experiments and 0.1 loss rate for the second set. We run eight times and present the average throughput of the MPTCP connections at every second in Fig. 7.

The result shows that although both OLAPS variants can achieve high throughput in the first 100 seconds with or without the reward monitor, their behaviors are different when network changes lead to changes in optimal scheduling policy.

In general, OLAPS-UCB1 outperforms OLAPS-Exp3 in that it has a shorter convergence time and further achieves a higher throughput, as shown in Fig. 7. And further performance evaluation results verify the necessity of introducing the reward monitor. Fig. 7b and Fig. 7c clearly illustrate that without the reward monitor, the UCB1 algorithm can easily lose its ability to learn an optimal policy when the network changes, i.e., OLAPS-UCB1 w/o Monitor can hardly learn to send more redundant packets in lossy networks. On the one hand, the policy of sending fewer redundant packets yields such high rewards in the first 100 seconds, but the lower current rewards after 100 seconds have a small impact on its high average reward. And since UCB1 prefers policies with higher average rewards, it still chooses to send fewer redundant packets even after the network changes, which leads to poor transmission performance. On the other hand, OLAPS-UCB1, with the reward monitor, can precisely detect the network changes and will restart the learning process to learn the optimal policy after the network changes.

However, there is an exception in Fig. 7a. It seems that OLAPS-UCB1 w/o Monitor magically learns the best policy right after the network changes and immediately chooses to use a high “redundant ratio” in the lossy network scenario. Such behavior is a “lucky” mistake for OLAPS-UCB1 w/o Monitor: It chooses a policy in the wrong way, but this policy happens to be the current optimal solution. To be specific, before the network changes, using a lower redundant ratio is the optimal policy, but the gap between its average reward and that of others are not significant due to the network conditions. After the network changes, the average rewards for using higher redundant ratios get higher. And since these actions are previously not optimal, they are taken less often, which leads to their higher upper confidence bounds according to the UCB1 algorithm. The higher average rewards and upper confidence bounds make using higher redundant ratios the preferred policy of the UCB1 algorithm, which luckily leads to optimal performance. In a word, OLAPS-UCB1 w/o Monitor still cannot learn a new policy after network changes in the right way. It may sometimes be lucky, like in the case in Fig. 7a, but generally, OLAPS-UCB1 with a reward monitor is still the best choice in our work.

Based on the assumption that there is no fixed reward distribution, OLAPS-Exp3 always has the ability to learn a new optimal policy. But OLAPS-Exp3 w/o monitor needs to spend
much more time to reach convergence; thus, it doesn’t perform well enough, as shown in Fig. 7. OLAPS-Exp3 w/o Monitor suffers a longer convergence time after the network changes, as the Exp3 agent is unaware of the change and will still choose to use a policy according to its outdated knowledge. It will explore other actions randomly with a small probability since these actions are considered “suboptimal” before the network changes. However, with the reward monitor, OLAPS-Exp3 is able to detect the changes in the network. Thus the Exp3 agent will start to explore other actions with a higher probability, which finally leads to a shorter convergence time to learn a proper scheduling policy.

2) User Mobility: In this experiment, we use the mobility module of ns-3 to simulate the scenario that the client moves out of the signal range of the Wi-Fi AP (access point) in simulated network #2. As the client moves away from the Wi-Fi AP, the performance of the Wi-Fi channel will decrease over time, leading to a network failure [52]. However, this switch is not necessarily instantaneous. Specifically, the distance between AP and the client changes from 0 meters to 150 meters at a speed of $2\text{ m/s}$ and then stays at 150 meters. Besides, an extra $10\text{ ms}$ OWD is introduced in network #2, and the receive buffer size is $100\text{ KB}$. We run eight times and present the average throughput of the MPTCP connections at every second in Fig. 8.

OLAPS variants show their adaptability to the changing environment. They can learn an optimal policy before or after the client moves out of the signal range. The result illustrates that compared with heuristic schedulers (ReMP and MinRTT), using OLAPS variants could be a better choice for MPTCP in mobile networks. However, OLAPS-Exp3 w/o Monitor suffers a much longer convergence time because, without the reward monitor, the Exp3 agent will stick to a suboptimal action and do a little exploration.

In this case, OLPAS-UCB1 also outperforms OLAPS-Exp3. Before 75 seconds, OLAPS-UCB1 spends less time learning the optimal policy and reaches higher throughput. And after 75 seconds, with the help of the reward monitor, OLAPS-UCB1 quickly learns a new policy, while OLAPS-Exp3 needs more time to converge.

D. Evaluation in the Whole Factor Space

We now evaluate two variants of OLAPS in some typical scenarios to illustrate how its components work. But in real mobile networks, many factors can influence the performance of an MPTCP connection, and their combinations are sophisticated. As a result, in the following experiments, we conduct experiments that run over network paths with random network characteristics that are distributed in a factor space. Leveraging the WSP [53] algorithm, we generate around 180 samples spreading over the factor spaces in Table II. That means the schedulers are evaluated under random network conditions, which can represent the schedulers’ performances under a wide range of network scenarios. Table II shows the range of the specific network characteristics. For example, the link capacity of both paths can vary from $8–16\text{ Mbps}$. Especially there are two ranges for the receive buffer size to show the performances of the schedulers with different kinds of user devices.

These settings are applied in the P2P channel of another ns-3-based simulated network shown in Fig. 9. We launch an MPTCP connection with each scheduler for 100 seconds and present the cumulative distribution function (CDF) of the throughput gain over ReMP in Fig. 10.

The figures in Fig. 10 illustrate that the most remarkable enhancement of OLAPS is the throughput improvement in those “bad” network scenarios where other schedulers suffer
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OLAPS can always learn a proper policy that suits throughput that haunts the in-kernel schedulers and can still provide good performances in most cases. However, in mobile networks with on the other hand, OLAPS avoids the dramatic decline in performance. The figures show that with the randomly chosen network characteristics, there are always some cases in that other schedulers fail to achieve higher throughput than that ReMP can reach. For example, Fig. 10a shows that in 50% of all cases, the throughput gains of all the schedulers are less than 1. In such cases, the throughput gains of MinRTT (RR) are sometimes less than 0.75 in around 20% (35%) of all experiments. However, OLAPS-UCB1 can make sure that the throughput gain is higher than 0.75 in 99% of the experiments. Similar results can be drawn from Fig. 10b, and in this figure, the superiority of OLAPS is magnified since, in more cases, MinRTT and RR suffer declined throughput due to limited buffer size.

On the other hand, Fig. 10a and Fig. 10b also illustrate that OLAPS can not only provide stable transmission performances with harsh network conditions but can also aggregate bandwidth of the two paths and achieve higher throughput than ReMP when possible. Specifically, the throughput gains of OLAPS variants can reach up to 1.8 in both figures, which means OLAPS reaches 1.8 times higher throughput than ReMP in this case. Note that MinRTT and RR can reach higher throughput when the network conditions are relatively good, which is in line with our expectations. OLAPS, as an online-learning-based scheduler, always needs time to learn and explore a scheduling policy. The learning process brings OLAPS optimal scheduling policy with high adaptability to different networks at the cost of some throughput loss when exploring suboptimal actions. However, Table III shows that the throughput loss due to online learning is affordable since the average throughput gain of OLAPS-UCB1 is higher than that of MinRTT and RR.

In conclusion, our experiments show that OLAPS can be an adequate packet scheduling algorithm that makes MPTCP really feasible in mobile networks with complex scenarios. On the one hand, when the network conditions of subflows are good enough, OLAPS aggregates the bandwidth of different network paths and provides higher throughput than single-path TCP (or MPTCP with ReMP scheduler) can provide. On the other hand, in heterogeneous network scenarios and the scenario with packet loss, which can never be ignored in real networks, OLAPS avoids the dramatic decline in throughput that haunts the in-kernel schedulers and can still provide acceptable throughput. Besides, the online-learning agent of OLAPS can always learn a proper policy that suits current network conditions, and OLAPS further accelerates the learning process.

VIII. LIMITATIONS AND FUTURE WORK

OLAPS uses an online-learning process to learn a better packet scheduling policy. Though it is a deployable lightweight solution that needs no training data, it takes time before a proper policy is learned. When the mobile network changes faster than OLAPS can learn a stable policy, it can only behave conservatively to provide a throughput similar to that of a single-path TCP can provide. Although such a performance has already been better than other in-kernel schedulers can provide under the same circumstance, faster reaction and higher throughput are always desirable. For future work, we consider combining OLAPS with an offline-learning process to train a helpful neural network. Besides, how to make an offline-learning-based design deployable is also a challenging task to solve.

Another part of OLAPS that needs improvement is its ability to achieve higher throughput in heterogeneous network scenarios with packet loss. The current design of OLAPS uses a simple yet effective way to choose the next subflow, which is to choose the subflow with the lowest RTT. This design works well in a homogeneous network, but when network paths differ a lot, it may cause HoL blocking, which drives the online-learning agent to play a conservative policy by sending more redundant packets. If the effectiveness of the algorithm in choosing a subflow can be improved, higher throughput can be achieved. However, researchers have proven that many state-of-art schedulers actually behave unsatisfactorily in such scenarios [25]. As a result, we are planning to design such an algorithm to improve the overall performance of OLAPS.

Furthermore, we are interested in making OLAPS aware of different quality-of-service (QoS) requirements from various applications. For example, video streaming applications may not care about the overall throughput that much. Instead, they require low application delay. OLAPS’s pursuit of instantaneous throughput should benefit such applications more than those pursuing overall throughput. However, it does not include an explicit design to reduce transmission delay or fulfill other QoS requirements. Since such a design needs cross-layer communication, which means it is not transparent to upper layers, we leave it for future work and make sure the deployment of the current OLAPS needs no extra modification on both the server and client sides.

IX. CONCLUSION

MPTCP is a promising protocol that enables the concurrent use of multiple network paths for higher throughput and better resilience to network failures. However, in complex mobile networks, MPTCP may even underperform single-path TCP, and one of the main reasons is that existing packet scheduling algorithms in the MPTCP Linux kernel may work well in some cases but perform awfully in others. A truly deployable algorithm may not perform the best, but it should consistently provide good performances in most cases.

With that purpose, we propose OLAPS, a multipath packet scheduler assisted by an online-learning agent, to use adaptive scheduling policies to suit different network conditions.
OLAPS needs not only to provide high aggregated throughput when network conditions are relatively homogeneous and loss-free but also to improve MPTCP’s performance in harsh network scenarios with heterogeneous paths, random packet loss, and buffer-limited receiving devices. Our experiments show that OLAPS achieves its goals through its well-designed online-learning agent, whose learning process is further accelerated by a reward monitor. Since OLAPS is a lightweight algorithm needing no training data and can work as a Linux kernel module without any modification needed on the client side, it can serve as one of the packet scheduling algorithms and promote the deployment of MPTCP in practical use.
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